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Abstract. Efficient hardware/software partitioning is crucial towards realizing optimal solutions for constraint driven embedded systems. The size of the total solution space is typically quite large for this problem. In this paper, we show that the knapsack model could be employed for the rapid identification of hardware components that provide for time efficient implementations. In particular, we propose a method to split the problem into standard 0-1 knapsack problems in order to leverage on the classical approaches. The proposed method relies on the tight lower and upper bounds for each of these knapsack problems for the rapid elimination of the sub-problems, which are guaranteed not to give optimal results. Experimental results show that, for problem sizes ranging from 30 to 3000, the optimal solution of the whole problem can be obtained by solving only 1 sub-problem except for one case where it required the solution of 3 sub-problems.
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1 INTRODUCTION

Hardware/software partitioning (HSP) problem is the problem of deciding for each subsystem, whether the required functionality is to be implemented in hardware or software to get the desired performance in terms of running time and power while maintaining least cost. HSP is one of the crucial steps in embedded system design. Satisfaction of performance requirements for embedded systems can frequently be achieved only by hardware implementation of some parts of the application. Selection of the appropriate parts of the system for hardware and software implementation has a crucial impact both on the cost and overall performance of the final product. At the same time, hardware area minimization and latency constraints present contradictory objectives to be achieved through hardware/software partitioning.

Most of the existing approaches to HSP are based on either hardware-oriented partitioning or software-oriented partitioning. A software-oriented approach means that initially the whole application is allotted to software and during partitioning system parts are moved to hardware until constraints are met. On the other hand, in a hardware-oriented approach the whole application is implemented in hardware and during partitioning the parts are moved to software until constraints are violated. A software-oriented approach has been proposed by Ernst et al. [1], Vahid et al. [2]. Hardware-oriented approach has been proposed in Gupta et al. [3], Niemann et al. [4]. In [5], the authors proposed a flexible granularity approach for hardware software partitioning. Karam et al. [6], propose partitioning schemes for transformative applications, i.e. multimedia and digital signal processing applications. The authors try to optimize the number of pipeline stages and memory required for pipelining. The partitioning is done in an iterative manner. Rakhmatov et al. [7] modeled the hardware/software partitioning as a unconstrained bipartitioning problem. Cost functions were used to model the computation and the communication costs. The disadvantage in a hardware oriented partitioning is that the partitioning process is stopped as soon as constraints are met. This can easily result in a non-optimal solution. Similarly for software oriented partitioning the algorithm can stop in a local minimum.

Our proposed method is different in the sense that we do not start with a all hardware or all software solution; we rather model the partitioning problem as some standard knapsack problem, which can be solved independently to arrive at the solution. Also for every subproblem we calculate the lower and upper bounds, this helps in rejecting subproblems, which are not expected to give optimal results. Hence not all subproblems need to be solved. This paper is the first work to solve hardware/software partitioning problem using the knapsack problem. The advantage of our work is that it provides the optimal solution. Moreover, many problems are rejected based on their lower bound and upper bound, and this reduces the number of subproblems that need to be solved; hence the algorithm is quite fast.

The outline of this paper is as follows: In Section 2 we give the mathematical model of the hardware/software partitioning problem. In Section 3 we show how to split the partitioning problem into some standard independent 0-1 knapsack
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problems, and then we describe the proposed algorithm. In Section 4 we give our proposed algorithm. In Section 5 we give our experimental results. In Section 6 we give the conclusion.

2 MODEL OF THE PHYSICAL PROBLEM

We consider a basic case which can be later extended. In our case the application can be broken down into parts such that each of them can be run simultaneously or in other words the parts do not have any sort of data dependency between them. So we have a set of items $S = \{p_1, p_2, \ldots, p_n\}$ to be partitioned into hardware and software. Let $h_i$ and $s_i$ be the time required for the part $p_i$ to be run in hardware and software, respectively. Also let $a_i$ be the area required for hardware implementation of part $p_i$, and let $A$ be the total area available for hardware implementation. Our goal is to allot each part into hardware and software so that the combined running time of the whole application is minimized while the area constraint is satisfied. Let us denote the solution of the problems as a vector $X = [x_1, x_2, \ldots, x_n]$ such that $x_i \in \{0, 1\}$, where $x_i = 0$ ($1$) implies that the part $p_i$ is implemented in software (hardware).

Since the hardware and software can be run in parallel, the total running time of the application is given by

$$T(X) = \max \{H(X), S(X)\}$$

where $H(X)$ is the total running time of the parts running in hardware and $S(X)$ is the total running time of the parts in software. Since all the parts that are implemented in hardware can be run in parallel to each other and all the software parts has to be run in serial, we have

$$H(X) = \max_{1 \leq i \leq n} \{x_i \cdot h_i\} \quad \text{and} \quad S(X) = \sum_{i=1}^{n} (1 - x_i) \cdot s_i.$$ 

Hence, the problem discussed in this paper can be modeled into

$$\mathcal{P} \begin{cases} \text{minimize} & T(X) \\ \text{subject to} & \sum_{i=1}^{n} x_i \cdot a_i \leq A \end{cases}$$

3 PROBLEM SPLITTING

First of all, we review the knapsack problem. Given a knapsack capacity $C$ and set of items $S = \{1, \ldots, n\}$, where each item has a weight $w_i$ and a benefit $b_i$. The problem is to find a subset $S' \subset S$, that maximizes the total profit $\sum_{i \in S'} b_i$ under the constraint that $\sum_{i \in S'} w_i \leq C$, i.e., all the items fit in a knapsack of carrying capacity $C$. This problem is called the knapsack problem. The 0-1 knapsack problem is a special case of the general knapsack problem defined above, where each
item can either be selected or not selected, but cannot be selected fractionally. Mathematically, it can be described as follows:

\[
0-1 \text{ KP} \begin{cases}
\text{maximize} & \sum_{i=1}^{n} p_i \cdot x_i \\
\text{subject to} & \sum_{i=1}^{n} w_i \cdot x_i \leq C, \\
& x_i \in \{0, 1\}, i = 1, \ldots n
\end{cases}
\]

where \( x_i \) is a binary variable equalling 1 if item \( i \) should be included in the knapsack and 0 otherwise. It is well known that this problem is NP-complete[8]. However, several large scaled instances could be solved optimally in fractions of a second in spite of the exponential worst-case solution time of all knapsack algorithms [8, 9, 10].

Let us assume that the items are ordered by their efficiencies in a non-increasing manner. We define the efficiency as

\[ e_j = \frac{b_j}{w_j} \]  

thus we have \( e_i \geq e_j \) for all \( i, j \) such that \( i < j \).

Let

\[ \overline{b}_j = \sum_{i=1}^{j} b_i, \quad j = 1, 2, \ldots, n \]  
\[ \overline{w}_j = \sum_{i=1}^{j} w_i, \quad j = 1, 2, \ldots, n. \]

Packing a knapsack in a greedy way means to put the items in the decreasing order of their efficiency as long as \( w_j \leq C - w_j \) i.e., as long as the next item fits in the unused capacity of the knapsack. According to the definition given in [8], the break item is the first item, which cannot be included in the knapsack. Thus the break item \( t \) satisfies

\[ \overline{w}_{t-1} \leq C \leq \overline{w}_t \]

Let the residual capacity \( r \) be defined as

\[ r = C - \overline{w}_{t-1}. \]

By linear relaxation, [8] showed that an upper bound on the total benefit of 0-1 KP is

\[ u = \left[ \overline{b}_{t-1} + r \cdot \frac{b_t}{w_t} \right] \]

and the lower bound is given by,

\[ l = \overline{b}_{t-1}. \]

In HSP problem, sort all the items \( p_1, p_2, \ldots, p_n \) in decreasing order of their hardware running time. We are sorting so that if we allocate the item with the highest hardware running time, the running time of the whole hardware part is
fixed to its hardware running time. This is because all the hardware parts can be run in parallel, so that after sorting we have the items ordered as $p'_1, p'_2, \ldots, p'_n$ and let $h'_i(s'_i)$ be the time required for the part $p'_i$ to be run in hardware/software. Thus, after sorting the following condition is satisfied

$$h'_i \geq h'_j \quad \text{for all} \quad i \leq j \quad \text{and} \quad 0 \leq i, j \leq n. \quad (11)$$

Let us define $S_T = \sum_{i=1}^{n} s'_i$ and $R_i = S_T - s'_i$. Now we split the problem $\mathcal{P}$ into the following $n$ subproblems $\mathcal{P}_1, \mathcal{P}_2, \ldots, \mathcal{P}_n$.

3.1 Subproblem $\mathcal{P}_1$

Let $p'_1$ be implemented in hardware, i.e., $x_1 = 1$, so the total time $T$ that we have to minimize becomes

$$T(X) = \max \{h'_1, S(X)\}$$
$$= \max \left\{ h'_1, \sum_{i=1}^{n} (1 - x_i) \cdot s'_i \right\}$$
$$= \max \left\{ h'_1, S_T - \sum_{i=1}^{n} x_i \cdot s'_i \right\}$$
$$= \max \left\{ h'_1, S_T - x_1 \cdot s'_1 - \sum_{i=2}^{n} x_i \cdot s'_i \right\}$$
$$= \max \left\{ h'_1, R_1 - \sum_{i=2}^{n} x_i \cdot s'_i \right\}.$$  

Our goal is to minimize the total running time $T(X)$, i.e.,

$$\text{minimize} \quad T(X) \iff \text{minimize} \quad \left\{ R_1 - \sum_{i=2}^{n} x_i \cdot s'_i \right\}$$
$$\iff \text{maximize} \quad \left\{ \sum_{i=2}^{n} x_i \cdot s'_i \right\}$$

subject to the constraint $x_i \in \{0, 1\}$ and the area constraint

$$\sum_{i=2}^{n} x_i \cdot a_i \leq A - a_1. \quad (12)$$
Formally, the subproblem $P_1$ is described as

$$
P_1 \left\{ \begin{array}{l}
\text{maximize} \quad \sum_{i=2}^{n} x_i \cdot s'_i \\
\text{subject to} \quad \sum_{i=2}^{n} x_i \cdot a_i \leq A - a_1.
\end{array} \right. \quad (13)
$$

It is clear that $P_1$ is the standard 0-1 knapsack problem, and the solution of $P_1$ is a feasible solution of the problem $P$. Let

$$L_1 = \max \{h'_1, R_1 - u_1\},$$

$$U_1 = \max \{h'_1, R_1 - l_1\},$$

where $l_1$ and $u_1$ are the lower bound and the upper bound on $P_1$, respectively.

We call $[L_1, U_1]$ the bounded interval of $P_1$ in the sense that the optimal solution of $P_1$ would lie in the range $[L_1, U_1]$.

Similarly we have subproblem $P_k$ for $k > 1$.

### 3.2 Subproblem $P_k$

We fix $p'_k$ to be implemented in hardware i.e., $x_k = 1$, and all the items $1, 2, \ldots, k-1$ are in software, because if any of them, say $j$, is in hardware then any subproblem $P_l$ such that $l > j$ is a subset of subproblem $P_j$. That is, we have $x_1 = 0, x_2 = 0, \ldots, x_{k-1} = 0$. The total time is

$$T(X) = \max \left\{ h'_k, R_k - \sum_{i=k+1}^{n} x_i \cdot s'_i \right\}.$$ 

We have to minimize the total running time $T(X)$, i.e.,

$$\min \ T(X) \iff \min \ \left\{ R_k - \sum_{i=k+1}^{n} x_i \cdot s'_i \right\}$$

$$\iff \max \ \left\{ \sum_{i=k+1}^{n} x_i \cdot s'_i \right\}$$

subject to the constraint $x_i \in \{0, 1\}$ and the area constraint

$$\sum_{i=k+1}^{n} x_i \cdot a_i \leq A - a_k. \quad (14)$$

Formally, the subproblem $P_k$ is described as

$$P_k \left\{ \begin{array}{l}
\text{maximize} \quad \sum_{i=k+1}^{n} x_i \cdot s'_i \\
\text{subject to} \quad \sum_{i=k+1}^{n} x_i \cdot a_i \leq A - a_k.
\end{array} \right. \quad (15)$$
The bounded intervals of subproblem $\mathcal{P}_k$ are

$$L_k = \max\{h_k', R_k - u_k\},$$

$$U_k = \max\{h_k', R_k - l_k\},$$

and the optimal solution of $\mathcal{P}_k$ would lie in the range $[L_k, U_k]$ where $l_k$ and $u_k$ are the lower bound and the upper bound of total benefit of $\mathcal{P}_k$, respectively.

**Theorem 1.** The optimal solution of $\mathcal{P}$ is the solution $X_k$ of $\mathcal{P}_k$, which gives the maximum benefit amongst all the solutions of subproblems $\mathcal{P}_i, 1 \leq i \leq n$.

To prove the above, let $X_i$ be the solution of the subproblem $\mathcal{P}_i, i = 1, 2, \ldots, n$. We should prove that

1. Any $X_i$ is a feasible solution of the problem.
2. Any optimal solution of the problem $\mathcal{P}$ belongs to $\{X_1, X_2, \ldots, X_n\}$.

**Proof.**

1. Each of $\mathcal{P}_i, i = 1, 2, \ldots, n$ is formed from the original problem $\mathcal{P}$ by fixing the part $i$ as being included in the knapsack; for each $\mathcal{P}_i$, the capacity is $A_i = A - a_i$. Hence every optimal solution of $\mathcal{P}_i$ is a feasible solution of $\mathcal{P}$ with part $i$ in the knapsack.

2. Let $X$ be any feasible solution of $\mathcal{P}$, and let $h_i$ be the part with the highest hardware running amongst the parts included in the knapsack. Since part $i$ is included in the knapsack, it is one of the solutions of the subproblem $\mathcal{P}_i$.

Theoretically, we can create as many subproblems as there are items to be partitioned. However, a closer look at the derivations indicates that we need not create $n$ subproblems if we have $n$ items to be partitioned, for example, if after creating subproblem $i$, we find that

$$\sum_{j=i+1}^{n} a_j \leq A - a_i. \quad (16)$$

This means that after we have fixed items $a_i$ to be implemented into hardware and $a_1, a_2, \ldots, a_{i-1}$ into software, the rest of the items left to be partitioned can be implemented easily in hardware as there is enough hardware space left. In most of the cases, hardware runs faster than software and also the items in hardware can run in parallel. So we want to implement as much as possible into hardware. Thus, since enough space is available, we need not solve the subproblem to find a partition as all the remaining items can now be implemented into hardware. Hence, we can stop creating more subproblems as soon as equation (16) is satisfied.

A point to be noted is that all subproblems are not of the same size. This implies from the fact that for the first problem we have fixed item 1 to be implemented in
hardware and the rest of the items are not known whether they are in hardware or software. However, in the second problem we have fixed item 2 to be implemented in hardware and item 1 is no longer implemented in hardware. This is because if in the second problem item 1 is implemented in hardware then it becomes a subset of subproblem one. Similarly for subproblem $i$ all the items $1, 2, \ldots, i-1$ are automatically fixed to be in software. Hence, the size of the problem decreases from subproblem 1 to $n$.

Similarly we can create subproblems for each of the items $p_1, p_2, \ldots, p_n$. The optimal solutions obtained for each of the subproblems will be different from each other, but the optimal solution for the whole problem is the optimal solution from only one of the subproblems. The best solution of all the subproblems in this case will be the optimal solution for the original problem.

4 ALGORITHM DESCRIPTION

Following is a brief description of the proposed algorithm. The first step is to sort all the items that are to be partitioned in decreasing order of their hardware running time. Then, create a subproblem is corresponding to each of the items to be partitioned, i.e., there are $n$ subproblems to be solved. For each of the subproblems calculate the upper bound and lower bound on the benefits. Find the subproblem with the highest lower bound, $lb_{\max}$. All subproblems whose upper bound is smaller than $lb_{\max}$ is guaranteed to give a solution whose benefit is less than $lb_{\max}$. Hence all such subproblems can be ignored and need not be solved. The subproblem with the maximum lower bound should be solved first. Then the subproblems whose upper bound is smaller than the solution should be rejected. These steps should be repeated until all subproblems have been solved or rejected. The outline of the algorithm for solving the HSP problem is given below:

1: $BOUND := 0$;
2: sort all the items to be partitioned in decreasing order of their hardware running time;
3: form the subproblems $P(i), i = 1, 2, \ldots, n$;
4: for $(i := 1; i \leq n; i++)$ {
5:     calculate the upper bound $U(i)$ and the lower bound $L(i)$ for $P(i)$;
6:     if $(L(i) > BOUND)$ {
7:         $BOUND := L(i)$;
8:     }
9: }
10: while (there are subproblems left to be solved) {
11:     select the subproblem with the highest lower bound;
12:     if $(U(i) < BOUND)$ {
13:         reject this subproblem;
14:     } else {
15:         solve this subproblem;
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16: \( B(i) := \text{benefit of the above solution}; \)
17: if \((B(i) > BOUND)\) {
18: \( BOUND := B(i); \)
19: }
20: }
21: }

5 EXPERIMENTAL WORKS

The proposed algorithm was implemented on a Pentium, 500MHz system, running on Linux. We used random data for partitioning. For solving the individual 0-1 knapsack problems we used the algorithm for 0-1 knapsack problem, given in [9]. All results are the average to 1000 runs of the algorithm. The experiment was performed for different problem sizes and area constraints.

Table 1 shows the execution time of our algorithm for different problem sizes. In this table, the columns denote the different values for the area constraint. Specifically, we have used values 10, 20, ..., 90 percent of the total area required if all the items were to be implemented in hardware. The different rows are for different problem sizes. For example, for a problem size of 60 and an area constraint of 30 percent of total area required if all the 60 parts are to be implemented in hardware, we have a running time of 0.195 ms (from Table 1).

<table>
<thead>
<tr>
<th>size</th>
<th>fraction of area put as constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
</tr>
<tr>
<td>30</td>
<td>0.156</td>
</tr>
<tr>
<td>60</td>
<td>0.203</td>
</tr>
<tr>
<td>90</td>
<td>0.125</td>
</tr>
<tr>
<td>300</td>
<td>0.312</td>
</tr>
<tr>
<td>500</td>
<td>0.555</td>
</tr>
<tr>
<td>700</td>
<td>0.906</td>
</tr>
<tr>
<td>1000</td>
<td>1.688</td>
</tr>
<tr>
<td>2000</td>
<td>8.078</td>
</tr>
</tbody>
</table>

Table 1. Running time (ms) of the algorithm for different problem sizes

Table 2 gives a count of the number of subproblems that needed to be solved to arrive at the optimal solution for the whole problem. For example, for a problem size of 30 and area constraint of 20 percent of total area required if all the 30 parts were to be implemented in hardware, the algorithm needed to solve 3 subproblems to arrive at the solution. The result shows that we need to solve very few subproblems to arrive at the solution. In fact only for one instance we had to solve three subproblems to arrive at the solution, while the rest needed only one subproblem to be solved.
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<table>
<thead>
<tr>
<th>size</th>
<th>fraction of area put as constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>0.1</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
</tr>
<tr>
<td>60</td>
<td>1</td>
</tr>
<tr>
<td>90</td>
<td>1</td>
</tr>
<tr>
<td>300</td>
<td>1</td>
</tr>
<tr>
<td>500</td>
<td>1</td>
</tr>
<tr>
<td>700</td>
<td>1</td>
</tr>
<tr>
<td>1000</td>
<td>1</td>
</tr>
<tr>
<td>2000</td>
<td>1</td>
</tr>
<tr>
<td>3000</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. The number of subproblems solved for different problem size and area constraints

We also provide a plot of running time of the algorithm for the different problem sizes (Figure 1). We used the area constraint as 50 percent of the area required if all parts were to be implemented in hardware. Y-axis denotes the running time in milliseconds. X-axis denotes the problem size.

![Fig. 1. Running time vs. Problem size](image)

From the results, we can see that, for small problem size (e.g. 30, 60, 90), the execution time fluctuates. With increase in size the running time increases. This correctly reflects the property of the knapsack problem. This can also be seen from the graph (Figure 1). Also for the same problem size the execution time is stable for different area constraint. This is because the number of subproblems solved is 1 for almost all the cases (see Table 2). Hence, since the same numbers of same sized subproblems are being solved for all the cases, the execution time is similar.
6 CONCLUSION

We have proposed an efficient hardware/software partitioning technique based on the knapsack model. It was shown that by examining the upper and lower bounds of the subproblems, we could rapidly eliminate the large number of subproblems that do not contribute to optimal solutions. Our investigations demonstrate that a substantial reduction in the number of subproblems that require processing is possible, thereby providing for an efficient means to partitioning of hardware and software. This is of particular significance when the problem size is large. Our simulations based on problems size ranging from 30 to 3000 confirm that the number of subproblems require solution is one except for one case where it was increased to just 3 in order to compute the optimal solution. We are currently extending our knapsack model based approach to include communication overheads so as to represent a more accurate partitioning scheme.
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