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Abstract. In this paper, we consider variants of a new problem that we call mini-
mum Steiner cycle problem (SCP). The problem is defined as follows. Given is

a weighted complete graph and a set of terminal vertices. In the SCP problem, we
are looking for a minimum-cost cycle that passes through every terminal exactly
once and through every other vertex of the graph at most once. We show that,
if P 6= NP, there is no approximation algorithm for SCP on directed graphs with
an approximation ratio polynomial in the input size. Moreover, this result holds
even in the case when the number of terminals is 4. On the contrary, we show that
SCP on undirected graphs with constant number of terminals and edge costs satis-
fying the β-relaxed triangle inequality is approximable with the ratio β2+β. When
the number of terminals k is a part of the input, the problem is obviously a gener-
alization of TSP. For the metric case, we present a 3

2
- and a 2

3
log2 k-approximation

algorithm for undirected and directed graphs G = (V,E), respectively. For the
case with the β-relaxed triangle inequality, we present a (β2 + β)-approximation
algorithm.
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1 INTRODUCTION

Many practical problems in operations research can be formulated as variants of
the famous traveling salesman problem (TSP). For a complete graph and an edge
cost function, the TSP asks to build a minimum-cost cycle that contains all the
vertices, each exactly once. Another prominent problem is the well-knownminimum

Steiner tree (MST) problem, where, given a weighted complete graph and a subset
of vertices, called terminals, the goal is to find a minimum-cost connected subgraph
containing all terminals.

In our paper, we consider a new modification of TSP to an MST-like problem
that we refer to as the minimum Steiner cycle problem (SCP). As the input for the
problem, a complete graph, an edge cost function and a subset of vertices, called
terminal vertices, are given. The objective is to minimize the cost of a cycle passing
through each terminal vertex exactly once while possibly using some non-terminal
vertices, each at most once. The paper deals with a first characterization of SCP
and gives some hardness and approximation results.

The paper [12] gives an alternate, more general definition of the SCP. The defi-
nition in [12] includes penalties for unvisited vertices. It can easily be shown that,
in the general case, the version with vertex penalties can be reduced to a version
without them – however, this reduction may break other properties such as the non-
negativity of edge costs and triangle inequalities between edge costs. Hence, in order
to investigate the problem in more detail, we need to distinguish between these two
definitions. As our definition matches the original Steiner tree problem more closely,
we suggest to use the name “SCP with vertex penalties” for the general definition
from [12].

In [12], the author considers the SCP with vertex penalties as a 0-1 integer linear
problem, examines the polytope defined by the set of SCP solutions and develops two
lifting procedures to extend facet-defining inequalities from the traveling salesman
polytope. These results are not related to our line of research.

The TSP in general is intractable, unless P = NP. On the other hand, when the
edge cost function satisfies a certain property, the problem becomes much easier.
When the cost function satisfies the triangle inequality, the problem is known to
be APX-complete [13], but approximable with ratio 3

2
due to the Christofides algo-

rithm [7]. When the inequality is generalized to a β-relaxed triangle inequality (for
all vertices u, v, w, the edge cost function satisfies c(uv) ≤ β(c(uw)+ c(wv) for some
β > 1), the problem still stays constantly approximable with ratio min{3

2
β2, β2 +

β, 4β} [6, 1, 4]. When instances of TSP are points in a fixed-dimension Euclidean
space and the edge cost function is their Euclidean distance, the problem admits a
PTAS [3]. The situation is more difficult in the directed TSP also known as asym-
metric TSP. The best currently known approximation algorithm for the directed
version of TSP with triangle inequality is 2

3
log2 n (n is the number of vertices in the

graph) due to [10]. We are not aware of any approximation algorithm for directed
TSP with β-relaxed triangle inequality.
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The MST problem is in some sense easier than TSP. In general, it is APX-hard
unless P = NP [5, 2], but approximable with a factor 1+ ln 3

2
≈ 1.55 independent on

the edge cost function [16]. When the number of terminals is constant, the problem
is known to be in P due to the Dreyfus-Wagner algorithm [8, 14].

In the case where the number of terminals in SCP is constant, we discuss two
results here: The main result is that, unless P = NP, there is no approximation
algorithm for SCP on directed graphs with a constant number of terminals with
an approximation ratio polynomial in the input size. This even holds for only
four terminals. For undirected graphs with β-relaxed triangle inequality, we give
a (β2 + β)-approximation algorithm.

When the number of terminals k is a part of the input, the problem is obvious-
ly a generalization of TSP. For the metric case, we present a 3

2
- and a 2

3
log2 k-

approximation algorithm for undirected and directed graphs, respectively. For
the undirected case with the β-relaxed triangle inequality, we present a (β2 + β)-
approximation algorithm.

The paper is organized as follows. In Section 2, we give the formal definitions
of the problems and fix our notation. Section 3 is devoted to the inapproximability
results. The approximation algorithms are discussed in Section 4 and the paper is
concluded in Section 5.

2 PRELIMINARIES

Unless declared otherwise, we define all the notions in this section for both directed
and undirected graphs.

We define a simple graph as a pair G = (V, E), where V is the set of ver-
tices and E is the set of edges. In a directed/undirected graph, an edge is an
ordered/unordered pair of two vertices (u, v) that we denote as −→uv/uv.

A (simple) path v0v1v2 . . . vk−1 in a graph G is a non-empty sequence of vertices
such that vi 6= vj for all 0 ≤ i < j ≤ k − 1 and (vi, vi+1) ∈ E for all 0 ≤ i < k − 1.
When v0 = vk−1, the path forms a cycle of length k − 1. By v0  vk−1 we denote
a path starting in vertex v0 and ending in vk−1. A Hamiltonian cycle of a graph
G = (V, E) is a cycle of length |V |. A tree T = (V, E) is a connected graph without
cycles.

A complete graph G = (V, E) with an edge cost function c : E → Q+ satisfies
the triangle inequality if c(u, v) ≤ β(c(u, w)+ c(w, v)) for all u, v, w ∈ V and β = 1.
When β > 1, the inequality is called β-relaxed triangle inequality. The cost of
a subgraph of a graph is the sum of the costs of its edges. For simplicity, we write
c(X) when we mean the cost of subgraph X.

For a graph G = (V, E), a subset K ⊆ V and a cost function c : E → Q+,
we refer to the subgraph of G on the vertices from K by G(K, c). The complete

distance network GD of a graph G we define as G(K, cD), where the cost function
cD between any two vertices is defined as the cost of the shortest path connecting
them in graph G.
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The minimum Steiner tree (MST) problem is defined in any undirected graph
with edge cost function. The objective is, given a subset of vertices, called terminal

vertices or terminals, to find a minimum-cost subgraph that spans all terminals.
The problem of finding a minimum-cost Hamiltonian cycle in a complete graph

satisfying the triangle inequality is called metric traveling salesman problem or met-
ric TSP. When the cost function satisfies the β-relaxed triangle inequality, then the
problem is called traveling salesman problem with β-relaxed triangle inequality and
is denoted as β-TSP.

Given a graphG = (V, E) together with a setK ⊆ V of terminals, a Steiner cycle
in G is a cycle in G containing every terminal from K. The minimum Steiner cycle

problem (SCP) is the problem of finding a minimum-cost Steiner cycle in a complete
graph. We are characterizing several variations of this problem. The SCP problem
with a constant number k of terminals is denoted as k-SCP. When the cost function
of the graph satisfies the triangle inequality, we denote the problem variants as
k-∆SCP and ∆SCP, respectively. When the cost function satisfies the β-relaxed
triangle inequality, we use the notation k-∆βSCP and ∆βSCP, respectively.

3 HARDNESS OF K -SCP ON DIRECTED GRAPHS

In this section, we prove that 4-SCP on directed graphs is not approximable with
a ratio polynomial in the input size. We show this by reducing the following NP-
complete problem to the 4-SCP.

Definition 1. The directed 2-vertex-disjoint path problem (D-2VDP) is the follow-
ing decision problem. Given a directed graph G = (V, E) and four different vertices
s0, s1, t0, t1 ∈ V , decide whether G contains a path from s0 to t0 and a path from s1
to t1 that are vertex-disjoint.

Lemma 1 ([11]). The directed 2-vertex-disjoint path problem is NP-complete.

Theorem 1. Unless P = NP, there is no approximation algorithm for k-SCP
(k > 3) on directed graphs with an approximation ratio polynomial in the input
size.

Proof. Assume that the directed 4-SCP is approximable with ratio p(n) ≥ 1, where
p is a polynomial and n is the number of vertices in the graph. We show how to
decide D-2VDP by using the directed 4-SCP approximation algorithm with ratio
p(n). Since D-2VDP is NP-complete, and under the assumption that P 6= NP, this
leads to a contradiction; hence, such approximation algorithm cannot exist.

Let G = (V, E) and s0, s1, t0, t1 be an instance of D-2VDP and let W := p(|V |) ·
|V | + 1. We build a complete directed graph G′ = (V, V × V \ {−→vv | v ∈ V }) where
the cost function c is defined as follows (see Figure 1).

• c(ti, s1−i) = 1, i ∈ {0, 1},

• c(ti, x) = W , x ∈ V \ {s1−i}, i ∈ {0, 1},
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• c(x, si) = W , x ∈ V \ {t1−i}, i ∈ {0, 1},

• the costs of all other edges from E are set to 1,

• the costs of all remaining edges that are not in E are set to W .

t0W s0

11

W

s1 t1

W

W

Fig. 1. The edge cost function for graph G′

Let the Steiner cycle S be the outcome of the p(|V |)-approximation algorithm
for 4-SCP on graph G′ and terminals s0, s1, t0, t1. Then, the graph G contains two
vertex-disjoint paths s0  t0 and s1  t1 if and only if c(S) < W .

Assume that G contains two vertex-disjoint paths s0  t0 and s1  t1. Then
the sequence s0  t0s1  t1s0 forms a Steiner cycle of cost at most |V | < W proving
the ⇒ implication.

We prove the ⇐ direction by contradiction: Assume that G does not contain
vertex-disjoint paths s0  t0 and s1  t1 and c(S) < W , since c(S) < W , S contains
edges of cost 1 only. Therefore, except for the edges

−−→
s1t0 and

−−→
s0t1, all other edges

of S are present also in the graph G. We show that the only order in which the
terminals can be present in S is s0, t0, s1, t1. The paths between these terminals
in the Steiner cycle S identify the paths s0  t0 and s1  t1 which will lead to
a contradiction.

First start from terminal t1. Since all other of its outgoing edges are expensive,
the following vertex on S is the terminal s0. Then the following terminal on the
cycle S has to be t0. Otherwise, terminal s1 would be connected in the cycle S after
terminal s0 by some too expensive edge. Then, since all other outgoing edges from
terminal t0 are too expensive, terminal t0 is connected in S directly to terminal s1
by the directed edge

−−→
t0s1. Since all vertices in S occur exactly once and the directed

edges present in S, except the two connecting edges
−−→
t0s1 and

−−→
t1s0, are present in

graph G, we found the two vertex disjoint paths s0  t0 and s1  t1. This is
a contradiction. �

Corollary 1. The problem of finding a minimum Steiner cycle on k > 3 terminals
in a directed graph is NP-complete.

The undirected version of k-SCP seems to be different, similarly as there are
differences between directed and undirected TSP. The undirected version of the
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decision problem of finding the k vertex-disjoint paths in a graph (k is constant)
is in P , see Robertson and Seymour [15]. The problem of deciding whether an
undirected graph contains a shortest edge-/vertex-disjoint path between two given
pairs of vertices is known to be in P [9], too. On the other hand, for a given graph
and two distinct pairs of vertices, the problem of deciding whether there exist vertex-
disjoint paths between them such that one is the shortest path is NP-complete for
undirected graphs with unit edge-lengths due to [9].

To conclude this discussion, the hardness of k-SCP on undirected graphs is open.
We expect that the problem is NP-hard for some high constant k, but the previous
results mentioned above might be an evidence that the problem is still in P for
a small number of terminals.

4 APPROXIMATING THE MINIMUM STEINER CYCLE PROBLEM

In this section, we discuss several approximation algorithms for various settings of
SCP, in particular, undirected versions of k-∆βSCP and ∆βSCP and both directed
and undirected versions of ∆SCP.

We use the following notation. Let G = (V, E) be a directed/undirected com-
plete graph, let K ⊆ V be a set of terminals and let c be a cost function of G
satisfying the (β-relaxed) triangle inequality. Let OPT be an optimal solution of
the SCP in the setting that is particularly used.

4.1 Approximation of Directed and Undirected ∆SCP

In both directed and undirected cases, we observe that, due to the triangle in-
equality, the cost of the direct edge between two vertices is not more expensive
than any bypass. Therefore, in this setting, the Hamiltonian cycle on G(K, c) is
the minimum Steiner cycle of G with terminals K. In other words, the application
of an α-approximation algorithm for metric TSP on the graph G(K, c) gives us
an α-approximation of directed/undirected ∆SCP. On the other hand, ∆SCP is
a generalization of the metric TSP which allows us to approximate metric TSP as
good as ∆SCP.

Theorem 2. ∆SCP is approximable with factor 3

2
on undirected graphs and with

factor 2

3
log2 k on directed graphs (V, E) with k terminals.

Proof. The result for undirected graphs follows from the Christofides algorithm [7].
The result for directed graph follows from algorithm [10]. �

4.2 Approximation of Undirected ∆βSCP and k-∆βSCP

The presented approximation algorithm first builds a tree T that spans all the termi-
nal vertices and whose cost is not higher than the cost of the optimal solution. Then
we apply the approximation algorithm for building a Hamiltonian cycle from [1] to
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obtain a Steiner cycle whose cost is a constant factor away from the cost of the
optimal solution.

The tree T is constructed as follows. We build GD(K) = (K, cD) and compute
a minimum-cost spanning tree TD for it. Then we transform TD back to the graph G

by replacing the edges by corresponding shortest paths. In this graph, we might
have some extra edges that form cycles. Therefore, we build a minimum spanning
tree on this graph and we denote it as T . Assume now that we remove the most
expensive edge from the optimal solution OPT to obtain a path P . This path
sequentially connects the terminals from K. We can replace each such path with
the shortest path between the two terminals obtaining some new graphG′ = (V ′, E ′),
V ′ ⊆ V , E ′ ⊆ E. Our tree T is the cheapest out of all such graphs and therefore
c(T ) ≤ c(G′) ≤ c(P ) ≤ c(OPT ).

The work of Andreae [1] presents one of the approximation algorithms for dealing
with β-TSP. The algorithm is very general: After plugging in a tree, it recursively
builds a Hamiltonian cycle that contains all the vertices of the given tree and has
bounded cost. In our case, we use the algorithm to solve k-∆βSCP and ∆βSCP.
According to Theorem 1 of [1], we plug in our tree T and we obtain a Hamiltonian
cycle C that contains all the vertices of the tree T . Since T contains all the terminals,
C is a Steiner cycle of graph G. The theorem gives the bound c(C) ≤ (β2 + β)c(T )
on the cost of C. In both k-∆βSCP and ∆βSCP, we have c(T ) ≤ c(OPT ) giving us
the bound c(C) ≤ (β2 + β)c(T ) ≤ (β2 + β)c(OPT ).

Theorem 3. The undirected versions of k-∆βSCP and ∆βSCP are approximable
with factor (β2 + β) using the Refined T 3 algorithm from [1].

5 CONCLUSION

In this paper, we have presented hardness results and approximation algorithms for
various settings of the minimum Steiner cycle problem. The results are summarized
in Table 1. The results for the cases with non-constant number of terminals are
presented in the right table. The SCP in this setting is obviously at least as hard
as TSP and therefore improving any approximation ratio would directly imply the
improvement of TSP approximation. The directed case seems to be harder. It
is still open how well the directed TSP with β-relaxed triangle inequality can be
approximated. This carries over to our ∆βSCP. The results for the cases where the
number of terminals is constant is shown in the left table. Here the most interesting
result is the inapproximability of directed SCP with 4 terminals within a polynomial
factor of the input size. Since the directed ∆SCP is in P , two questions arise: What
is the setting where directed k-SCP becomes hard? How hard is the undirected
version of SCP when the cost function is not bounded?
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constant # of terminals

c function directed G undirected G

∆ P P

∆β, β > 1 β2 + β

general hard

non-constant # of terminals

c function directed G undirected G

∆ 2

3
log2 k

3

2

∆β, β > 1 β2 + β

general hard hard

Table 1. An overview of the approximation ratios of the algorithms analyzed in this paper.
The table on the left contains results for the setting with a constant number of
terminals, the right table contains the results for the non-constant terminal setting.
By ∆, ∆β and “general” we denote the different restrictions on the cost function,
k denotes the number of terminals in the graph and “hard” expresses that the
problem is not approximable with a polynomial that is dependent on the size of the
input.
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