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#### Abstract

Consider an orthogonal grid of streets and avenues in a Manhattanlike city populated by stationary sensor modules at some intersections and mobile robots that can serve as relays of information that the modules exchange, where both module-module and module-robot communication is limited to a straight line of sight within the grid. The robots are oblivious and move asynchronously. We present a distributed algorithm that, given the sensor locations as input, moves the robots to suitable locations in the grid so that a connected network of all modules is established. The number of robots that the algorithm uses is worst case optimal.
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## 1 INTRODUCTION

Let $\mathbb{Z}$ and $\mathbb{R}$ be the set of integers and the set of reals, respectively. Let $G$ be an infinite grid in the 2D Euclidean space $\mathbb{R}^{2}$ defined as the union of integer-coordinate points $(x, y), x, y \in \mathbb{Z}$, called vertices and unit-length line segments called edges connecting "adjacent" vertices located at distance 1 of each other. We view $G$ as an environment of rows and columns in which communication is possible between two points $p$ and $q$ if and only if the line segment $\overline{p q}$ connecting them lies entirely within $G$. In other words, $p$ and $q$ can communicate with each other if and only if they can "see" each other assuming straight line visibility along rows and columns. A grid-like environment is a natural model for considering limitations on both vision and movement, when discussing motion planning problems in urban spaces.

Given a finite subset $P$ of vertices of $G$, define its visibility graph $G_{P}$ using $P$ as the vertex set and including edge $(p, q)$ for every pair of vertices $p, q \in P$ that are mutually visible. We refer to each connected components of $G_{P}$ simply as a component of $P . P$ is said to be connected if it has exactly one component. Assuming that

1. $P$ represents stationary sensor modules in $G$ that from time to time must communicate with each other, and
2. $G$ contains a number of mobile robots, each represented by a point, that can serve as "relays" for inter-module communication, we discuss the following connection problem: Given a finite set $P$ of vertices of $G$ and initial locations of the robots, move the robots so that $R \cup P$ is connected, where $R$ is the set of final locations of the robots.

We present a simple distributed algorithm, to be executed by the robots individually, for solving the connection problem in the CORDA model [22]. The CORDA model uses continuous time $t \geq 0$, and the robots asynchronously and repeatedly
execute an Idle-Look-Idle-Compute-Idle-Move cycle, where the Look and Compute steps are instantaneous while the Idle steps take a finite but unpredictable length of time. In the Move step the robot moves continuously at an unpredictable speed toward the target position computed in the Compute step based on the observation of the environment obtained in the Look step. Usually it is assumed that a robot stops and ends the Move step when it hits an upper bound on the distance it can move in one Move. In this paper we assume that the upper bound is 1 (so a robot can move from one vertex to an adjacent vertex). Note that a robot may be "seen while moving", and a robot may compute its target position based on an observation that may be obsolete because of the Idle step between the Look and Compute steps. We assume that in the Look step a robot obtains a complete description of the current configuration - the locations of the sensors and robots, as well as its own location, all in terms of its local coordinate system (the local coordinate systems of two robots may not agree). Here, we may conceive each robot as being equipped with a radar having an unlimited range for locating objects in $G$. Finally, we assume that the robots are oblivious. An oblivious robot does not have memory to store the events in the past, and hence the target location it computes in the Compute step is a function of what it observes in the Look step immediately preceding it.

We assume that initially the robots occupy distinct vertices, and impose the condition that at any time two or more robots must not create a multiplicity by occupying the same location simultaneously. This is based on the observation that, since the robots are oblivious, two robots (whose local coordinate systems agree) may never be separated once they occupy the same location, effectively reducing the number of available robots.

The problem of establishing or maintaining a connected network of a given set of entities has arisen in many areas, and hence there are a number of motivations for considering the connection problem in the setting described above - we shall discuss only three. First, our problem addresses data aggregation, which is a fundamental issue in sensor networks, where data collected by spatially distributed sensor modules are sent to a designated sink by a multi-hop routing algorithm - see [3, 9, 25] for recent surveys of strategies and techniques for the node placement problem in wireless sensor networks. Specifically, our connection problem can be considered as a variant of the dynamic node placement problem, where the network is adaptive and the objective is to maintain the connectivity between sensors via additional relays in a changing environment - see for example [1, 2, 13]. Although we discuss our problem in a static setting, our solution, which involves oblivious robots acting as relays, can be used to handle a dynamic situation in which the set of sensors to be connected may change from time to time, provided that the number of robots is sufficient.

Second, since we assume vision-based communication, our objective can be viewed as providing connectivity between the connected components of the visibility graph of a set of guards, as in [20, 21], where the problem is discussed in the context of computing control points of a navigational path in the presence of obstacles. In our scenario, sensors may be thought of as guards (partially) covering
the streets/avenues of a Manhattan-like city, with blocks of buildings obscuring visibility, where the robots must serve as additional connectors to make the visibility graph of the set of guards connected.

Finally, the connecting problem we discuss can be viewed as a variation of the formation problem of geometric patterns for autonomous mobile robots [10, 23, 24] in which the target pattern, usually fixed and given in advance, depends on the sensor module locations given as input to the robots. Problems related to formation include "rendezvous" [4, 7, 11, 17, 18], "spreading" [8] and "partitioning" [12]. See [19] for a survey of some of the results on the subject.

The following theorem summarizes the main result. As we discuss in Section 2, the instances of the connection problem are categorized into three cases, Cases 1, 2 and 3 .

Theorem 1. There exists an oblivious algorithm in the CORDA model that, given an arbitrary vertex set $P$ of size $n$ having $c$ components, solves the connection problem for $P$ using $m$ robots in any initial configuration,

1. for any $m \geq c-1$ in Case 1 ,
2. for any odd $m \geq c-1$ and any even $m \geq \min \{n-1,2 c-2\}$ in Case 2 , and
3. for any odd $m \geq c-1$, any $m=4 k+2 \geq \min \{n-1,2 c-2\}$, and any $m=4 k \geq \min \{n-1,4 c-4\}$ in Case 3.

These lower bounds on the number of robots are tight, in the sense that there exist instances (i.e., $P$ together with the robots' initial positions and local coordinate systems) in which the connection problem cannot be solved using fewer robots by any deterministic algorithm.

We prove the theorem in Section 2, and give some concluding remarks in Section 3.

## 2 AN ALGORITHM FOR THE CONNECTION PROBLEM

Given a set $P=\left\{p_{1}, \ldots, p_{n}\right\}$ of vertices, define $Z_{1}, Z_{2}, Z_{3}$ and $Z_{4}$ to be the following four coordinate systems, where

1. $Z_{i}, i=1,2,3,4$, has all points in $P$ in its first quadrant, with at least one point in $P$ on its $x$-axis and at least one point in $P$ on its $y$-axis, and
2. the directions of the positive $x$-axes of $Z_{1}, Z_{2}, Z_{3}$ and $Z_{4}$ are east, north, west, and south, respectively, of the global coordinate system.
(All coordinate systems we discuss are right-handed.) See Figure 1.
For $i=1,2,3,4$, let $\left[Z_{i}\right]$ be the description of the coordinates in $Z_{i}$ of the points in $P$ under some encoding scheme (e.g., $\left[Z_{i}\right]$ lists the coordinates of the points in $P$ in nondecreasing order of their $x$-coordinates, and in nondecreasing order of their $y$-coordinates for each $x$-coordinate). We can then order $\left[Z_{1}\right],\left[Z_{2}\right],\left[Z_{3}\right]$ and $\left[Z_{4}\right]$ lexicographically.


Fig. 1. Coordinate systems $Z_{1}, Z_{2}, Z_{3}$ and $Z_{4}$. Hollow circles represent the points in $P$.

Lemma 2. One of the following holds.

1. $\left[Z_{1}\right],\left[Z_{2}\right],\left[Z_{3}\right]$ and $\left[Z_{4}\right]$ are all distinct.
2. $\left[Z_{1}\right]=\left[Z_{3}\right] \neq\left[Z_{2}\right]=\left[Z_{4}\right]$.
3. $\left[Z_{1}\right]=\left[Z_{2}\right]=\left[Z_{3}\right]=\left[Z_{4}\right]$.

Proof. If $\left[Z_{1}\right]=\left[Z_{3}\right]$, then $P$ looks the same in $Z_{1}$ and $Z_{3}$; so it must also look the same in $Z_{2}$ and $Z_{4}$, and thus $\left[Z_{2}\right]=\left[Z_{4}\right]$. If $\left[Z_{1}\right]=\left[Z_{2}\right]$, then $P$ looks the same in $Z_{1}$ and $Z_{2}$; so it must also look the same in $Z_{2}$ and $Z_{3}$, and thus $\left[Z_{2}\right]=\left[Z_{3}\right]$. Continuing this argument, we obtain $\left[Z_{1}\right]=\left[Z_{2}\right]=\left[Z_{3}\right]=\left[Z_{4}\right]$.

In the following, for each of the three possibilities given in Lemma 2 we present an algorithm for solving the connection problem. Let $c$ be the number of components of $P$.

Case 1: $\left[Z_{1}\right],\left[Z_{2}\right],\left[Z_{3}\right]$ and $\left[Z_{4}\right]$ are all distinct.
Algorithm 1 (sketch): Suppose $\left[Z_{1}\right]$ is the "smallest" among $\left[Z_{1}\right],\left[Z_{2}\right],\left[Z_{3}\right]$ and $\left[Z_{4}\right]$ in the ordering defined above. We then use $Z_{1}$ to define a set $T_{1}$ of $c-1$ "target points" on its $x$-axis such that placing a robot at every target point solves the connection problem for $P$. (All other cases are handled similarly, using $Z_{2}$, $Z_{3}$ or $Z_{4}$ instead of $Z_{1}$.) All references to a coordinate system in the following refer to $Z_{1}$. Let $C_{1}, C_{2}, \ldots, C_{c}$ be the components of $P$. Since at least one point in $P$ lies on the $x$-axis, exactly one component has a point on the $x$-axis. For
each component $C_{j}$ that does not have a point on the $x$-axis, let $\left(x_{j}, y_{j}\right)$ be the point in $C_{j}$ having the smallest $y$-coordinate among those having the smallest $x$-coordinate. We define the target point for $C_{j}$ to be $\left(x_{j}, 0\right)$, and say that point $\left(x_{j}, y_{j}\right)$ contributes $\left(x_{j}, 0\right)$ (in the sense that $\left(x_{j}, 0\right)$ is a projection of $\left(x_{j}, y_{j}\right)$ onto the $x$-axis of $Z_{1}$ ). Let $T_{1}$ be the set of target points for all such $C_{j}$, where $\left|T_{1}\right|=c-1$. Placing one robot at each point in $T_{1}$ (or "covering $T_{1}$ ") solves the connection problem for $P$. See Figure 2.


Fig. 2. Target points in Case 1 shown as solid lozenges. For each target point a dotted line indicates the point in $P$ that contributes it. The points of $P$ forming a component are connected by solid line segments.

The overall strategy of the robots (based on the computation described above) is as follows. Assume that there are at least $c-1$ robots. The robots attempt to move to the $x$-axis, until $c-1$ or more robots lie on the $x$-axis. Then the robots on the $x$-axis move on the $x$-axis and cover $T_{1}$.
It is not hard to see that an oblivious algorithm can be constructed in the CORDA model that accomplishes the above without creating multiplicities. Here is an outline. Suppose that there are fewer than $c-1$ robots on the $x$-axis. Once a state is reached in which every robot occupies some vertex, some fixed strategy chooses, from among those robots not on the axis and having no robot between themselves and the axis, a unique robot that now moves across one edge toward the axis. (The "next" position for the chosen robot is the vertex adjacent to its current position toward the axis.) The strategy may first force some robots currently on the axis to move on the axis to "make room" for the incoming robot. Clearly such a strategy can be designed so that at any time, exactly one robot is allowed to move to an adjacent empty vertex and hence, no multiplicities will be created. (Of course, a more elaborate strategy can be constructed that, in certain situations, moves multiple robots toward the axis concurrently without the risk of creating multiplicities.) Once a state is reached
in which there are at least $c-1$ robots on the $x$-axis, the robots on the axis move on the axis so that every target point in $T_{1}$ will be occupied by one robot. This can easily be done by fixing some strategy that assigns the robots to the target points.


Fig. 3. Division of $G$ into two subgrids $G_{1}$ and $G_{3}$ in Case 2. Subgrid $G_{1}$, shown dark shaded, contains the part of $L$ shown by the solid line but not the part shown by the dotted line.

Case 2: $\left[Z_{1}\right]=\left[Z_{3}\right] \neq\left[Z_{2}\right]=\left[Z_{4}\right]$.
Algorithm 2 (sketch): Suppose $\left[Z_{1}\right]=\left[Z_{3}\right]<\left[Z_{2}\right]=\left[Z_{4}\right]$. We then use $Z_{1}$ and $Z_{3}$. (The other case is handled similarly using $Z_{2}$ and $Z_{4}$.) Divide $G$ into two subgrids $G_{1}$ and $G_{3}$ along line $L$ parallel to and equidistant from the $x$-axes of $Z_{1}$ and $Z_{3}$. See Figure 3. Let $o$ be the point on $L$ equidistant from the origins of $Z_{1}$ and $Z_{3}$. The points on $L$ to the west of $o$ belong to $G_{1}$, and the points on $L$ to the east of $o$ belong to $G_{3}$. (Point $o$ does not belong to either subgrid. Note that if $o$ is a vertex, then there may be a robot there.) Let $T_{1}$ be the set of target points for $P$ computed as in Case 1 using $Z_{1}$. Similarly, let $T_{3}$ be the set of target points for $P$ computed using $Z_{3}$. All target points in $T_{1}$ are on the $x$-axis of $Z_{1}$, all target points in $T_{3}$ are on the $x$-axis of $Z_{3}$, and $\left|T_{1}\right|=\left|T_{3}\right|=c-1$. Let $\# G_{1}$ and $\# G_{3}$ be the numbers of robots (in the current configuration) in $G_{1}$ and $G_{3}$, respectively. We connect $P$ using the following strategy.
2.1: If $\# G_{1}>\# G_{3}$, then the robots execute Algorithm 1 with respect to $Z_{1}$ and cover $T_{1}$. (Since in this case the robots never move away from the $x$-axis
of $Z_{1}$, the condition $\# G_{1}>\# G_{3}$ continues to hold during the execution of Algorithm 1.) The strategy works for any $m \geq c-1$.
2.2: If $\# G_{1}<\# G_{3}$, then the robots execute Algorithm 1 with respect to $Z_{3}$ and cover $T_{3}$. The strategy works for any $m \geq c-1$.
2.3: If $\# G_{1}=\# G_{3}$ and there is a robot at $o$, then first the robot at $o$ moves to one of its adjacent empty vertices (and hence, into $G_{1}$ or $G_{3}$ ). This move is deterministic, based on the robot's local coordinate system. (If all vertices adjacent to $o$ are occupied, then some other robots will have to move first to "make room" for the robot at $o$ to move. This can easily be done while maintaining $\# G_{1}=\# G_{3}$ using some deterministic strategy. We omit the details.) Once the condition $\# G_{1} \neq \# G_{3}$ is satisfied, we proceed as in 2.1 or 2.2. The strategy works for any odd $m \geq c-1$.
2.4: If $\# G_{1}=\# G_{3}$ and there is no robot at $o$, then the robots in each subgrid cover the "essential" target points in their subgrid, as described below.
Recall from Case 1 that each connected component $C_{j}$ of $P$ that does not have a point on the $x$-axis of $G_{1}$ or $G_{3}$ contributes two target points, one in $T_{1}$ on the $x$-axis of $Z_{1}$, and another in $T_{3}$ on the $x$-axis of $Z_{3}$. If the coordinates of these target points are identical, then $C_{j}$ is said to be symmetric; otherwise $C_{j}$ is asymmetric. Note that if $C_{j}$ is symmetric, then its target point $\left(x_{i}, 0\right)$ (in $Z_{1}$ and in $Z_{3}$ ) satisfies $x_{i} \leq a$, where $o=(a, b)$ in $Z_{1}$ and $Z_{3}$. See Figure 4.
We assume in the following that at least one point in $P$ lies on the $x$-axis of $Z_{1}$ (and $Z_{3}$ ) at coordinates $(x, 0)$ with $x \leq a$. The case in which this condition is not satisfied can be handled in a symmetric manner with respect to the vertical line through $o$.
2.4(a): If there exists at least one symmetric component, then the robots in $G_{1}$ (resp. $G_{3}$ ) cover those target points $\left(x_{i}, 0\right)$ in $T_{1}$ (resp. $T_{3}$ ) such that $x_{i} \leq a$. See Figure 4(a). We call these target points essential. Covering the essential target points in $T_{1}$ and $T_{3}$ ensures that all components are connected, in part via some symmetric component.
By the assumption on the existence of a point $(x, 0), x \leq a$, on the $x$-axis of $Z_{1}$ and $Z_{3}$, there exist at least two points that lie on the $x$-axis of $Z_{1}$ or $Z_{3}$ and do not contribute any essential target point. Any other point there are at most $n-2$ of them - contributes at most one essential target point, except, if there is a point at $o$ that forms a component by itself, then it contributes two essential target points, one in $T_{1}$ and another in $T_{3}$. Thus the total number of essential target points in this case is at most $n-1$. Since clearly the total number of essential target points is at most $2 c-2$, the strategy works for any even $m \geq \min \{n-1,2 c-2\}$.
2.4(b): If all components are asymmetric, then in addition to the essential target points identified in 2.4(a), we may designate one additional target point in $T_{1}$ and in $T_{3}$ as essential; if there is at least one target point $(x, 0)$ in $T_{1}$ (and $T_{3}$ ) such that $x>a$, then the one among these having the
(a)

(b)

(c)


Fig. 4. Essential target points. (a) Case 2.4 (a), (b) Case 2.4 (b) with additional essential target points, and (c) Case 2.4 (b) without additional essential target points.
smallest $x$ coordinate, say $\left(a^{\prime}, 0\right)$, is considered essential as well. (If such a target point does not exist, then no additional target point is designated as essential.) See Figure 4(b)(c). Covering these essential target points in $T_{1}$ and $T_{3}$ ensures that all components are connected, possibly via the components having a target point at $\left(a^{\prime}, 0\right)$ in $Z_{1}$ or $Z_{3}$.
Note that if there was a point at $o$, then the component containing $o$ would be symmetric. Thus $o \notin P, n$ is even, and there can be only two points (namely, those that project to $\left(a^{\prime}, 0\right)$ in $Z_{1}$ or $Z_{3}$ ) that contribute two essential target points. Thus the total number of essential target points is at most $n$, and the strategy works for any even $m \geq \min \{n, 2 c-$ $2\}$. (Since $n-1$ is odd, $P$ can be connected using $m=n-1$ robots as in Cases 2.1, 2.2 and 2.3.)

In summary, $P$ can be connected using $m$ robots for any odd $m \geq c-1$ and any even $m \geq \min \{n-1,2 c-2\}$.

Remark 3. One can easily construct an instance in Case 2 in which $c=n-1$ and hence $n-1$ robots are necessary. Figure 5(a) shows an instance in Case 2.4(a) in which $n=18, c=4$ and the positions of the $2 c-4=4$ robots are symmetric with respect to $o$. Under any deterministic algorithm, starting from this configuration the robots may always move symmetrically with respect to $o$ and fail to connect all components. Thus if the number of robots is even, then $2 c-2$ robots are necessary. Figure 5(b) shows an instance in Case 2.4(b) in which, if the number of robots is even, then $2 c-2$ robots are necessary.


Fig. 5. Instances in which $2 c-4$ robots are not enough to connect $P$ in (a) Case 2.4 (a) with $c=4$, and (b) Case 2.4 (b) with $c=6$. The black squares are the robots' positions.

Case 3: $\left[Z_{1}\right]=\left[Z_{2}\right]=\left[Z_{3}\right]=\left[Z_{4}\right]$.
Algorithm 3 (sketch): Briefly, we do as in Case 2 using $Z_{1}, Z_{2}, Z_{3}$ and $Z_{4}$. Given $P$, we compute the set of target points $T_{1}, T_{2}, T_{3}$ and $T_{4}$, in terms of $Z_{1}, Z_{2}, Z_{3}$ and $Z_{4}$, respectively, where $\left|T_{1}\right|=\left|T_{2}\right|=\left|T_{3}\right|=\left|T_{4}\right|=c-1$. Define four subgrids $G_{1}, G_{2}, G_{3}$ and $G_{4}$ as shown in Figure 6 (point $o$ does not belong to any subgrid), and let $\# G_{i}$ be the numbers of robots (in the current configuration) in $G_{i}, i=1,2,3,4$. We connect $P$ using the following strategy.


Fig. 6. Division of $G$ into four subgrids $G_{1}, G_{2}, G_{3}$ and $G_{4}$ in Case 3. Subgrid $G_{1}$ is shown dark shaded.
3.1: If $\# G_{1}>\# G_{2}, \# G_{3}, \# G_{4}$, then first move all robots to $G_{1}$ without invalidating the condition using some deterministic strategy and then cover $T_{1}$ using all robots, without allowing any robot to leave $G_{1}$ except when $(2 a, 0)$ of $Z_{1}$ is a target point and a robot moves there. (We omit the details of this trivial operation.) Cases in which all robots are moved to other subgrids are defined symmetrically. The strategy works for any $m \geq c-1$.
3.2: If (i) $\# G_{1}=\# G_{2}>\# G_{3}, \# G_{4}$, (ii) $\# G_{1}=\# G_{2}=\# G_{3}>\# G_{4}$, or (iii) $\# G_{1}=\# G_{3}>\# G_{2}>\# G_{4}$, then first we move a robot in $G_{2}$ to $G_{1}$ using some deterministic strategy and then proceed as in 3.1. (As in 2.3, some robots in $G_{1}$ may have to move first to "make room" for a robot in $G_{2}$ to enter $G_{1}$. This can easily be done using some deterministic strategy.) All cases symmetric to this are handled in a similar manner. The strategy works for any $m \geq c-1$.
3.3: If $\# G_{1}=\# G_{3}>\# G_{2}=\# G_{4}$ and there is a robot at $o$, then first we move the robot at $o$ to $G_{1}$ or $G_{3}$. This move is deterministic, based on the robot's local coordinate system. (Again, if the vertices adjacent to o in $G_{1}$ and $G_{3}$ are occupied, then some robots in $G_{1}$ and $G_{3}$ will have to move first to "make room" for the robot at $o$ to move. This can easily be done using some deterministic strategy.) Once the condition $\# G_{1} \neq$ $\# G_{3}$ is satisfied, we proceed as in 3.1. All cases symmetric to this are handled in a similar manner. The strategy works for any odd $m \geq c-1$.
3.4: If $\# G_{1}=\# G_{2}=\# G_{3}=\# G_{4}$ and there is a robot at $o$, then first move the robot at $o$ to one of the subgrids deterministically, and then proceed as in 3.1. This is similar to 3.3. The strategy works for any $m=4 k+1 \geq$ $c-1$.
3.5: If $\# G_{1}=\# G_{3}>\# G_{2}=\# G_{4}$ and there is no robot at $o$, then without allowing any robot to occupy $o$, first we move the robots in $G_{2}$ to $G_{1}$ and those in $G_{4}$ to $G_{3}$. (If the condition for 3.1 holds while the robots are changing subgrids, then we proceed as in 3.1.) Once a configuration in which $\# G_{1}=\# G_{3}$ and $\# G_{2}=\# G_{4}=0$ is reached, we connect $P$ by covering $T_{1}$ and $T_{3}$ as in 2.4, without allowing the robots to leave $G_{1}$ or $G_{3}$ except when they move to a target point at $(2 a, 0)$. Note that the robots can identify $Z_{1}$ and $Z_{3}$ (instead of $Z_{2}$ and $Z_{4}$ ) as the coordinate systems to use, based on their distribution in the four subgrids. All cases symmetric to this are handled in a similar manner. By the analysis given in 2.4, the strategy works for any even $m \geq \min \{n-1,2 c-2\}$.
3.6: If $\# G_{1}=\# G_{2}=\# G_{3}=\# G_{4}$ and there is no robot at $o$, then the robots in each subgrid cover certain "essential" target points in their subgrid, as in 2.4. For the purpose here we call a component of $P$ symmetric if its four target points in $T_{i}, i=1,2,3,4$, have identical coordinates in the respective coordinate systems $Z_{i}$; otherwise it is called asymmetric. Let $o=(a, a)$ (in any $Z_{i}$ ). As in 2.4, assume that at least one point in $P$ lies on the $x$ axis of $Z_{i}, i=1,2,3,4$, at coordinates $(x, 0)$ with $x \leq a$. There are two cases.
3.6(a): If there exists at least one symmetric component, then the robots in $G_{i}$ cover those target points $(x, 0)$ in $T_{i}$ such that $x \leq a$ and either (i) $(x, 0)$ is contributed by a point in $P$ that belongs to a symmetric component, or (ii) $0<y<a$ holds for some point $(x, y)$ in $P$. See Figure 7(a). We call such target points essential. We leave it to the reader to verify that covering the essential target points in all $T_{i}, i=$ $1,2,3,4$ ensures that all components are connected, in part via some symmetric component. Again, a simple counting argument shows that the total number of essential target points is at most $n-1$. (By the assumption on the existence of a point $(x, 0), x \leq a$, on the $x$-axis of $Z_{i}, i=1,2,3,4$, there exist at least four points that lie on an $x$-axis and do not contribute any essential target point. Any other point - there are at most $n-4$ of them - contributes at most one essential target point, except, if there is a point at $o$ that forms a component by itself, then it contributes four essential target points.) Since the total number of essential target points is at most $4 c-4$, the strategy works for any $m=4 k \geq \min \{n-1,4 c-4\}$.
3.6(b): If all components are asymmetric, then in addition to the essential target points identified in 3.6(a), we designate $(0,0)$ of $Z_{i}, i=1,2,3,4$, as an additional essential target point, provided that $(0,0)$ is not yet


Fig. 7. Essential target points in (a) Case 3.6 (a) and (b) Case 3.6 (b)
identified as an essential target point. See Figure 7(b). We leave it to the reader to verify that covering the essential target points including $(0,0)$ in all $T_{i}, i=1,2,3,4$ ensures that all components are connected. The total number of essential target points is at most $n$. (The counting argument is similar to that in 3.6(a), except that no point exists at $o$ and there can be four additional essential target points.) Thus the strategy works for any $m=4 k \geq \min \{n, 4 c-4\}$.

In summary, $P$ can be connected using $m$ robots for any odd $m \geq c-1$, any $m=4 k+2 \geq \min \{n-1,2 c-2\}$, and any $m=4 k \geq \min \{n-1,4 c-4\}$.

Remark 4. Figure 8 shows instances that demonstrate the tightness of the bounds obtained for 3.5, 3.6(a) and 3.6(b).
(a)

(b)

(c)


Fig. 8. (a) Case 3.5 in which $2 c-4$ robots are not enough to connect $P$ having $c=4$.
(b) Case 3.6 (a) in which $4 c-8$ robots are not enough to connect $P$ having $c=4$.
(c) Case $3.6(\mathrm{~b})$ in which $4 c-8$ robots are not enough to connect $P$ having $c=6$.

Theorem 1 follows from the discussion given above. Note that the three algorithms can be combined into one, because the robots can always decide which of the three cases applies, and obviously, such an algorithm can be constructed in the CORDA model.

## 3 CONCLUDING REMARKS

We presented a distributed algorithm for connecting a given set of grid vertices under straight-line visibility using a number of autonomous mobile robots that can function as relays. The number of robots required for an input set $P$ critically depends on the type of symmetry of $P$. It is worth pointing out that if the robots' local coordinate systems do not agree on the orientation, then creating a multiplicity may be unavoidable when solving the connection problem. See Figure 9 for such an example.


Fig. 9. To connect the two components, a robot must move to either row $l_{h}$ or column $l_{v}$. If the local coordinate systems of $r_{1}$ and $r_{3}$ are right-handed and those of $r_{2}$ and $r_{4}$ are left-handed, then it is possible that $r_{1}$ and $r_{3}$ always move symmetrically with respect to $o, r_{2}$ and $r_{4}$ always move symmetrically with respect to $o$, and $r_{1}$ and $r_{2}$ always move symmetrically with respect to $l_{v}$. This means that a multiplicity can be created when a robot reaches $l_{h}$ or $l_{v}$.

For future study, the connection problem can be considered in the 2D plane under a suitable assumption on the module's communication capabilities. For instance, the plane may contain polygonal obstacles that block visibility and two modules can communicate with each other if and only if they see each other within a certain distance (for a relevant variant in wireless sensor networks, see for example [5, 6]). One can also consider the problem of constructing a "fault-tolerant" network, where the objective is to establish $k \geq 2$ disjoint paths between any two components. In wireless sensor networks, a variation of this problem has been studied in both static and dynamic settings $[1,14,15,16]$.
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