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Abstract. The paradigm of distributed computation in heterogeneous resources, grid computing, has given rise to a large amount of research on resource scheduling. This paper presents a Meta-Scheduler for grid computing that does not need any given information about tasks length or tasks arrival time unlike traditional dynamic heuristics. Our Meta-Scheduler is of multi-criteria type, because it solves two conflicting objectives: minimize the makespan of a set of tasks and distribute these tasks in a balanced way among the resources of the Grid. Experimental results using fuzzy scheduler show that, through our proposal, we achieve these two objectives and improve dynamic heuristics presented in prior literature.
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1 INTRODUCTION

A Grid System (Figure 1) is a large scale, heterogeneous collection of resources, geographically distributed and interconnected by high speed networks [1]. Each set of heterogeneous computing resources are interconnected through a Grid Node
A Grid System is a set of shared heterogeneous resources that can be used by different organizations.

Grid computing entails some new challenges. One of these challenges consists of adaptation of parallel programs developed for homogeneous resources to dynamic and heterogeneous grid resources with minimal interference with resource scheduling, or load balancing. Grids have a series of specific features, like heterogeneity, autonomy, scalability and adaptability, which make the load balancing problem even more difficult. A load balancing algorithm attempts to improve the response time of the tasks by ensuring maximal utilization of available resources.

In a Grid environment, users essentially interact with the Grid Resource Center (GRC) that provides the functionality for reservation, discovery and publishing of resources \cite{2}. Scheduling, submission and monitoring of tasks on the resources is managed by the Meta-Scheduler, located in the GRC. The Meta-Scheduler makes decisions on resource use and execution orders through minimizing (or maximizing) an objective function, like global time of execution of a set of tasks (makespan) or workload distribution, to optimize the use of the resources. A Grid system can be considered as a dynamic and heterogeneous distributed system. Here, by dy-
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namic, as opposed to static, the Meta-Scheduler must adapt the scheduling strategy according to the changes in the Grid System.

In this work, our aim, focused on computational grid [3], consists of developing a Meta-Fuzzy-Scheduler (MFS) that using fuzzy logic would be able to adapt to the changes in the system so that it can make decisions on when executing a set of given tasks through the Grid System. To do so, two confronted objectives will be faced; firstly, to obtain a low makespan; secondly, a better distribution of tasks across the GNs that form the Grid System. Therefore, our MFS can be considered as a multi-criteria scheduler [4].

The MFS is developed to be applied in a Grid that uses the idle resources of a Small and Medium Sized Enterprise (SME). Under these circumstances, it is important to obtain a lower makespan and make a good load balancing distribution among resources, thus not overloading the resources from the same Grid Node. In order to avoid this effect, our fuzzy logic controller contains a set of inference rules that prevent overloading of the Grid Nodes that have executed several tasks.

Analyzing the new MFS requires a large number of tests involving many resources of the SME. We will also provide a solution to this problem since our tests are based on simulation techniques which do not need “real resources”. To validate this proposal, our MFS is developed using GridSim [5] and we will take into account several scenarios, by changing key parameters of the Grid system. Experimental results show that, through the use of our Meta-scheduler, we are able to improve traditional dynamic heuristics.

This document is organized as follows: In Section 2 we analyze heuristics in grid resource scheduling. In Section 3 we describe the proposed scheduling model. In Section 4 we show the simulation results with GridSim. Finally, in Section 5 we present some conclusions and future directions.

2 BACKGROUND

Task scheduling is one of the most difficult works in a computational Grid environment and is the key technology in Grid resource allocation [6].

In this section we carry out a review of the most relevant traditional heuristics for Grid computing. Firstly, tasks scheduling can be divided into static and dynamic approach [7]. Static algorithms assume a priori information about all of the characteristics of the computing nodes and scheduling decisions are made prior to application execution [8], while dynamic algorithms study the grid state before mapping a task and scheduling decisions are made during application execution [9].

Bearing this classification in mind, it is possible to take into account two kinds of task-scheduling problems [10], namely the on-line mode and the batch mode:

- In the on-line mode, tasks are assigned to resources immediately upon their arrival [11]. When the arrival rate is low, the on-line mode obtains a better performance because tasks do not need to wait to the next mapping event [12].
In the batch-mode, when tasks arrive to the Meta-Scheduler, they are not mapped onto a resource, but are collected in a Bag-of-Tasks (BoT) [13] and they are mapped at next mapping event. These mapping events start on a given time or when the Bag-of-Tasks is full. The batch-mode obtains better results when the arrival rate is high because there is a high number of tasks being executed in the resources in order to keep them busy.

While on-line mode heuristics considers a task for mapping only once, batch mode heuristics considers a task for mapping at each mapping event until the task begins execution. For online mode, there is no mapping delay between mapping events, the tasks are mapped right after they arrive, but their performance is not as good as in the batch-mode when the arrival of tasks is very intensive. For the batch mode there is higher throughput and utilization, but their real time is relatively worse.

According to prior literature, there are many traditional algorithms for both modes. In the on-line mode there are five traditional algorithms. Minimum Completion Time (MCT) [14] assigns a task to the resource that offers a lower completion time; Minimum Execution Time (MET) [15] assigns a task to the resource available that offers lower total execution time; Switching Algorithm (SA) [16] uses MCT and MET in a cyclic way depending on the resources workload; Opportunistic Load Balancing (OLB) [17] maps the task to the resource that becomes ready next. To do so, the algorithm examines all resources to find the resource that becomes ready next. Finally, K-Percent Best (KPB) [18] considers for each task a subset of resources in order to map the task. This subset is made up by the best resources according to the earliest completion time.

In the batch-mode, there is a group of three dynamic heuristics for Grid computing that are focused on minimizing the overall makespan of a Bag-of-Tasks [19]. These three algorithms are very similar and are based on the calculation of MCT [14].
These heuristics need a Bag-of-Tasks, for each task of the bag MCT is calculated and, according to the algorithm, a task to be executed is selected. The newly mapped task is removed from the bag, and the process is repeated until all tasks are mapped. Min-Min algorithm [20] gives priority to the tasks that can be completed earlier, so tasks with lower MCT are executed first. The percentage of tasks assigned to their first choice is likely to be higher for Min-Min than for Max-Min (defined next). A smaller makespan can be obtained if more tasks are assigned to the machines that complete them the earliest and also execute them the fastest. Max-Min algorithm [21] selects the task with high overall MCT from the bag and the task is assigned to the corresponding machine. Max-Min attempts to minimize the penalties incurred from performing tasks with longer execution times. Mapping the task with the longest execution time to its best machine first allows this task to be executed concurrently with the remaining tasks (with shorter execution times). For this case, this would be a better mapping than a Min-Min mapping, where all of the shorter tasks would be executed first, and then the longer running task would be executed while several machines sit idle. Thus, in similar cases to the one of this example, the Max-Min heuristics may give a mapping with a more balanced load across machines and a better makespan. In Sufferage algorithm [20], tasks with high sufferance value take precedence. For each task, the sufferance value is defined as the difference between the best MCT and the second MCT for a task.

There are papers that describe various extensions of these heuristics. In [22] a simple alternative of the Min-Min algorithm by scheduling large tasks first was proposed. The proposed algorithm retains the advantage of the Min-Min algorithm and achieves good load balance at the same time. In task scheduling new challenges appear, based on properties such as security or quality of service (QoS). A novel algorithm based on a general adaptive scheduling heuristics that includes QoS guidance was developed in [23]. In Xsufferage [24] an improvement to Sufferage heuristic was created. The sufferance value is computed not with MCTs, but with cluster-level MCTs, i.e. by computing the minimum MCTs over all hosts in each cluster.

Task scheduling problem is known to be NP-complete [25]. Therefore the use of meta-heuristics of soft computing copes with this difficulty. There are some works in prior literature that use single heuristics. In [26, 27, 28] tabu search (TS) is used to find optimal solutions to schedule tasks. [29, 30] use simulated annealing to obtain a satisfactory high-performance scheduling. Some works use ant colony [31, 32, 33] for job scheduling in the Grid environment. Some hybrid heuristic approaches have also been reported for this problem. In [34] an ant colony optimization algorithm with a TS algorithm was combined. Other approaches use genetic algorithms to develop scheduling strategies for jobs in Grid systems [35, 36]. Particle swarm optimization is also used for scheduling in grids [37, 38].

Some of these approaches use meta heuristics of soft computing to sort the Bag-of-Tasks [31, 39]. These same works use a simple scheduling algorithm FCFS [40] or EASY Blackfilling [41] in order to assign tasks to a resource. In this work, we classify the Bag-of-Tasks in a simple way, because our goal does not rely on how to
classify the bag, but in identifying, for each task, the best resource that minimizes the makespan and obtains a better workload balancing distribution.

Min-Min, Max-Min and Sufferage are the heuristics commonly used for comparison in Grid computing to execute tasks in batch mode. Therefore, they are ideal to be compared to our Meta-Scheduler (Min-Min; Max-Min; Sufferage and Segmented Min-Min) because these heuristics use the MCT, which aims to minimize the makespan. These algorithms need a prediction of the length of the tasks. However, our Meta-Scheduler does not need this prediction.

3 PROPOSED GRID SCHEDULING MODEL

Local scheduling is a typical problem of mapping tasks to local CPUs in homogeneous environments; however Meta-Scheduling regards mapping (i.e., discovery, matching and selection) higher-level resources to tasks. Scheduling onto a Grid has three main phases [42]. Phase one is resource discovery [43], which generates a list of potential resources. Phase two involves the publication of information about those resources and choosing the best to send a task. In phase three the job is executed. These phases are showed in Figure 3.

Fig. 3. Grid system with scheduling in two levels

The GRC is responsible for phase one, discovering resources, its reservation and publication, hiding to the user the complexity of a Grid System. In phase two the Meta-Scheduler submits tasks onto Grid Nodes registered in GRC using
scheduling strategies, and interacts with Local Schedulers (LS) for task deployment on resources, and with other components of GRC, such as monitoring.

Our Grid System Model is made up by a set of Grid Nodes; each GN is made up by of several computational heterogeneous nodes or resources. The MFS does not have any explicit information about the resources, therefore does not have any control over them, and only interacts with the Local Scheduler from each GN. This interaction is provided for the GRC (Figure 3) which is based on a two-level scheduler [44], a Meta-Scheduler and a Local Scheduler for each GN.

To formulate the problem, we consider $T_j$ as a set of tasks from independent users to be assigned to $G_i$ heterogeneous GN for a dual purpose: minimizing the makespan and using the Grid Nodes effectively to balance resource utilization. These objectives are conflicting, because to obtain a better load balancing it is recommended to use resources of nodes that have a minor computing power, therefore this implies worse makespan for a Bag-of-Tasks.

$$T_j = (j \in \{1, 2, 3, \ldots, m\}) \quad (1)$$

$$G_i = (i \in \{1, 2, 3, \ldots, n\}) \quad (2)$$

The first objective to improve is the makespan of a Bag-of-Tasks. The makespan of $T$ is defined as the time from the start of the first task to the end of the last task. Equation (3) shows how to evaluate the makespan of $T$, where $M$ is the makespan, $Time_{s1}$ is the time of start for the first task and $Time_{end}$ is the end of the time of the task $T_m$.

$$M = \max(Time_{end} - Time_{s1}) \quad (3)$$

Load balancing has been defined in prior literature as the distribution of tasks which is able to use as many resources being available to maximize throughput and minimize response time, maximizing the use of all available resources. In a Grid system that uses this kind of load balancing, the GN with more and better computing resources will be responsible to execute many tasks from a Bag-of-Tasks, leaving other GNs unused.

Our scheduler is designed to be implemented in a real Grid system, that uses idle resources. The use of these resources is shared between the owners and the Grid system, so it is not advisable to use always the same resources for executing tasks. Therefore it is relevant to introduce a new concept of load balancing on Grid nodes, that gives option to the worst nodes to be used for tasks execution. Hence a balanced task execution is obtained, with the participation of all nodes of the Grid. With this new definition of load balancing, Grid Nodes with more resources and more computing power execute less tasks than when using common vision of load balancing, so they are not overloaded. This approach ensures that Nodes with less computing power are also used to execute tasks.

The second objective, Workload Balancing (WLB), is defined in Equation (4). With this equation it is checked that Grid Nodes execute tasks in a balancing way. Thus, some resources of the best node remain available. WLB is evaluated for each
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Grid Node when the last task in the Bag-of-Tasks has been executed. Values near to zero are optimal.

\[
WLB = \frac{\text{ResourcesNode}}{\text{TotalResources}} - \left| \frac{\text{NodeLoad}}{\text{TotalLoad}} - \frac{1}{n} \right|
\]  

(4)

Several parameters, related to a Grid Node, are used to calculate this objective:

- The number of resources of a node (ResourcesNode) with respect to total resources (TotalResources) of the Grid System.
- The number of tasks executed in this node (NodeLoad) with respect to the total of tasks executed (TotalLoad) on the Grid System.
- The number of Grid Nodes (n) of the Grid System.

To execute a Bag-of-Tasks, some information of the current state of each Grid Node is needed. With this information given by each LS to the GRC, our MFS decides, which GN the task should be sent to in order to accomplish two objectives: to minimize the makespan and to compute a WLB value close to zero. In the GN selected, the LS sends the task to the best resource free at any given moment. The structure of the proposed Meta Fuzzy Scheduler is shown in Figure 4.

Grid Nodes state may change for various reasons at any time. Before the scheduler submits a new task to the Grid System, our MFS checks the current status of all nodes in the Grid (Figure 4). According to this status each node has a Factor of Selection (FS). FS of a node is obtained with five measures concerning the current and historical status of the node. These five parameters rate between 0 and 1.
and they are related to the status of a node. They are defined into two groups. Parameters related to the current computing state of the node are defined and grouped as Machine Status. Resource Usage groups parameters related with tasks are executed by this node for a Bag-of-Task.

Machine Status parameters are highly related with the first objective (makespan) since they symbolize the computing power of a Grid Node. A node with high computing capacity power can finish tasks in a shorter time. Two parameters are defined in this group:

- **Rate of available resources (AR):** a resource available in a Grid Node is a computing element (cluster, server, PC, . . . ) with sufficient computing power to execute the next task in the Bag-of-Task. This input shows the number of free available resources in a Grid Node. The normalization equation for this input is

\[
FR(i) = \frac{\text{FreeResources}(i)}{\text{TotalResources}(i)}
\]

where \( i \) is a Grid Node of the Grid System.

- **Rate of idle MIPS (MIPS):** in a Grid Node, each available resource has a computing power for executing tasks. This input indicates the computing power for idle resources of a Grid Node. The normalization equation for this input is

\[
\text{MIPS}(i) = \frac{\text{IdleMips}(i)}{\text{TotalMips}(i)}
\]

where \( i \) is a Grid Node of the Grid System.

Parameters grouped in Resource Usage are related with the second objective WLB. These parameters show historical information of tasks previously executed in this Grid Node for the current Bag-of-Task. These parameters allow to distribute tasks on nodes with less number of tasks executed for the current Bag-of-Tasks. Thus, Grid Nodes with more computing power are not overloaded with new tasks to execute. Two parameters with information related with the tasks executed are used to check if a node is overloaded: length of the tasks executed and the utilization time of the Node. Also, the number of tasks executed by a node during the execution of a Bag-of-Tasks is counted:

- **Length of tasks executed (LTE):** in the Bag-of-Tasks each task has different length, so this parameter is necessary to study the historical workload state of a Grid Node. This input shows the length of tasks executed in a Grid Node, in relation to all tasks that have been executed of the current Bag-of-Tasks in all nodes. The normalization equation for this input is

\[
\text{LTE}(i) = \frac{\text{LengthTaskExecuted}(i)}{\sum_{i=1}^{n} \text{TotalLengthTaskExecuted}(i)}
\]

where \( i \) is a Grid Node and \( n \) is the number of Grid Nodes of the Grid.
• Tasks executing time (TET): each node is different and heterogeneous, so the
execution time of a task varies from each node. This parameter is related to the
total time spent by a node to execute tasks assigned in current Bag-of-Tasks or
to the total time spent by all tasks executed in all nodes. The normalization
equation for this input is

\[
TET(i) = \frac{\text{TimeSpent}(i)}{\sum_{i=1}^{n} \text{TotalTimeSpentAllNodes}}
\]  

where \( i \) is a Grid Node and \( n \) is the number of Grid Nodes of the Grid.

• Tasks executed (TE): the number of tasks executed and completed for a Grid
Node for the current Bag-of-Tasks, in relation with the total tasks executed by
all the nodes that form the Grid System. The normalization equation for this
input is

\[
\text{TE}(i) = \frac{\text{Count}(\text{TasksExecuted}(i))}{\sum_{i=1}^{n} \text{Count}(\text{TotalTasksExecuted})}
\]  

where \( i \) is a Grid Node and \( n \) is the number of Grid Nodes of the Grid.

For these five inputs the degree of membership for each fuzzy set is calculated.
Membership functions are defined by a triangle-shaped fuzzy set since they have
been extensively used in real time applications due to their simple formulas and
computational efficiency. The membership equation is shown in Equation (10),
with values in the interval \([0, 1]\). The output fuzzy variable of the system is defined
as a Factor of Selection of a GN. The membership function of the inputs and the
output fuzzy variable are defined in Figure 5.

\[
\mu(x) = \begin{cases} 
0, & x \leq a \\
\frac{(x-a)(m-a)}{(m-a)}, & x \in (a, m] \\
\frac{(b-x)(b-m)}{(b-m)}, & x \in (m, b] \\
0, & x \geq b 
\end{cases}
\]  

Fig. 5. Membership functions for the input and the output
Fuzzy inference rules, Mamdani type [45], are constructed using the input and output variables that have been defined previously. These rules have the same weight and all rules use the connector AND. According to our experience in Grid computing, we develop some rules for fuzzy controller, which consider both objectives showed previously. Two samples of these rules are:

**Rule 1:** if FR is HIGH and MIPS is HIGH and LTE is HIGH and TET is HIGH and TE is HIGH then FS is MIDDLE

**Rule 2:** if FR is HIGH and MIPS is HIGH and LTE is LOW and TET is LOW and TE is LOW then FS is VERYHIGH.

In rule 1 the membership functions for the five inputs are HIGH. Using a Meta Scheduler with common load balancing, Factor of Selection for this rule will be VERYHIGH, because this node has a high computing power to execute tasks. However, with our proposal of WLB, Factor of Selection for this rule is MIDDLE. This Grid Node has executed a large number of tasks, so it is advised to choose another Grid Node to execute the task.

Although this node has a high computational power for executing tasks, it executed a large number of length tasks already and much time has been spent for the current Bag-of-Tasks. If this node is selected to execute the task, the WLB of the node would worsen, because now this node has a high value for resource usage inputs. Using our approach of WLB, as the three inputs related with tasks (LTE, TET, TE) are HIGH, so this Grid Node should not receive more tasks to execute.

This is otherwise in rule two. In this rule, the Grid Node has the membership functions for resource usage LOW and for Machine Status the membership functions are HIGH. With these values a Grid Node is excellent to receive and execute tasks, thus this node does not worsen its WLB and it is able to execute a task in minimum time.

There are many methods to defuzzificate and obtain the output: centroid, bisector, middle of maximum, largest of maximum, etc. In this work, we use the most popular defuzzification method which is the centroid method. This method returns the centre of area under the curve.

### 4 EXPERIMENTAL RESULTS

In this work, an approach is proposed to achieve a lower makespan and minimal workload balancing. In this study simulation tasks are collected in a Bag-of-Tasks. We consider scheduling Bag-of-Tasks applications, which are those parallel applications whose tasks are independent of one another. BoT applications are used in a variety of scenarios, including parameter sweeps, computational biology [46], computer imaging [47] and [48], data mining, fractal calculations and simulations. Furthermore, because of the independence of tasks, BoT applications can be successfully executed over geographically distributed computational grids, as demonstrated by SETI@home [49].
In this work, the size of the Bag-of-Tasks ranges between 500–1 500 tasks. The Meta-Scheduler dispatches the tasks once. To simplify the scenario for analysis, this study only simulated cases with a fixed number of Grid Nodes in five nodes and 240 resources.

The following presumptions are detailed in this study: the tasks of a job have been previously divided by a logic unit and all the tasks are independent from each other and parameters passing between tasks are not necessary. However, our MFS can be used in scenarios with task dependencies, e.g., workflows.

In this study, proposed simulation model is derived from the scenarios proposed in [14]. Task heterogeneities are categorized into two types:

1. high, ranging at [1, 300 000] and
2. low, ranging at [1, 10 000].

Resource heterogeneities are also classified into two types:

1. high, ranging at [1, 10 000] and
2. low, ranging at [1, 1 000].

Therefore, the four scenarios are showed in Table 1.

<table>
<thead>
<tr>
<th>Heterogeneity</th>
<th>Task</th>
<th>Resource</th>
</tr>
</thead>
<tbody>
<tr>
<td>HH</td>
<td>High [1, 300 000]</td>
<td>High [1, 10 000]</td>
</tr>
<tr>
<td>HL</td>
<td>High [1, 300 000]</td>
<td>Low [1, 1 000]</td>
</tr>
<tr>
<td>LH</td>
<td>Low [1, 10 000]</td>
<td>High [1, 10 000]</td>
</tr>
<tr>
<td>LL</td>
<td>Low [1, 10 000]</td>
<td>Low [1, 1 000]</td>
</tr>
</tbody>
</table>

Table 1. Four scenarios in the simulation model

As an example, when both tasks and resources heterogeneities are high, the length of tasks belongs to [1, 300 000] Millions Instruction (MI) and Million Instructions per Second (MIPS) of resources of a GN belongs to [1, 10 000] MIPS. According to the Central Limit Theorem in statistics, when the number of samples exceeds or is equal to 30, the diagram for sample dispatching would seem very similar to that of normal distribution. Therefore, in this experiment each scheduling heuristics includes four scenarios, each of which has 30 different samples for each size of the Bag-of-Tasks.

Due to the difficulties associated to tests in real settings, the benefits of this Meta-Scheduler have been verified through the use of simulations. Therefore, it was necessary to develop our Meta-Scheduler using [5]. GridSim is a simulation toolkit widely used for resource modeling and application scheduling in parallel and distributed computing systems.

Our approach is compared with three dynamic heuristics on batch mode for Grid computing (Max-Min, Min-Min and Sufferage) and one extension of Min-Min:
Segmented Min-Min, with sub-policy 1 (Average). Also a modification of our proposal is compared. This modification is a simple pre-processing of the BoT. The Bag-of-Tasks is sorted by length of the tasks from highest to lowest, so tasks with greater computing power requirement are executed first. In MFS with no Pre-processing, tasks are mapped following the order obtained by the random uniform distribution.

The Grid system for these simulations is made up by a set of Grid Nodes, each GN having the following parameters: resources range between 6 and 144; each resource has one processor and bandwidth between GN’s is 2.5 Gb/s.

The simulation parameters are applied to each heuristic to obtain the experimental results. In addition, the properties of task and resource are categorized by the degree of heterogeneity into four scenarios:

- Task and resources are characterized by high heterogeneity (HH).
- Task is high heterogeneity and resource is low heterogeneity (HL).
- Task is low heterogeneity and resource is high heterogeneity (LH).
- Task and resources are characterized by low heterogeneity (LL).

In order to minimize makespan it is ideal to use the best nodes available, thus tasks will be finished in a minor time. To minimize WLB objective it is needed that all available nodes in the Grid system are used, including those with low computing power. If nodes with low computing power are included to execute a Bag-of-Tasks, makespan will be penalized. Then makespan and Workload Balancing become contradictory objectives.

In the following tables, the performance measurements of dynamic heuristics and MFS are defined by two metrics: makespan and WLB. We addressed ourselves to observing how well these algorithms performed in terms of such performance metrics under different scenarios.

4.1 High-High Scenario

In the experiments of this section, the performance of our algorithm is observed under the High(Tasks)-High(Resources) scenario of the Grid system.

Figure 6 shows makespan for the HH scenario. According to the results, for a less combination of size of the BoT (500–600 tasks) our approach obtains a similar time as dynamic heuristics. Increasing the size of the BoT (700–1500 tasks) our Meta-Scheduler performs better than dynamic heuristics. Using simple pre-processing, it obtains an improvement over no pre-processing of some 2% in makespan. Max-Min achieves a better makespan for dynamic heuristics. Improvement between Min-Min and Segmented Min-Min is 1% for the Min-Min extension.

From Table 2 values for the second objective in a HH scenario can be observed. For our MFS, the value of WLB is close to optimal. With no pre-processing our MFS obtains a better WLB. High sizes of BoT for both MFS penalize WLB. Dynamic heuristics get worse results and they do not make a good WLB through Grid system
In this scenario (HH), for any size of the BoT, our algorithm always achieves a better time for makespan and a lower WLB regarding the results obtained by traditional heuristics.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
BoT & MFS Pre-Pro & MFS & Max-Min & Min-Min & Suff & Seg Min-Min \\
\hline
500 & 0.0091 & 0.007 & 0.2671 & 0.2626 & 0.2626 & 0.2471 \\
600 & 0.0089 & 0.0071 & 0.26 & 0.26 & 0.26 & 0.251 \\
700 & 0.0074 & 0.0065 & 0.2646 & 0.2646 & 0.2646 & 0.2246 \\
800 & 0.0073 & 0.0061 & 0.2618 & 0.2618 & 0.2618 & 0.2515 \\
900 & 0.0073 & 0.0064 & 0.2602 & 0.2602 & 0.2602 & 0.2236 \\
1000 & 0.0071 & 0.0062 & 0.2634 & 0.2634 & 0.2634 & 0.2543 \\
1100 & 0.0125 & 0.0113 & 0.2641 & 0.2641 & 0.2641 & 0.2569 \\
1200 & 0.0115 & 0.0108 & 0.2609 & 0.2609 & 0.2609 & 0.2496 \\
1300 & 0.0114 & 0.0108 & 0.2657 & 0.2657 & 0.2657 & 0.2531 \\
1400 & 0.012 & 0.0111 & 0.2593 & 0.2593 & 0.2593 & 0.2427 \\
1500 & 0.0121 & 0.0111 & 0.2637 & 0.2637 & 0.2637 & 0.2584 \\
\hline
\end{tabular}
\caption{Workload balancing for High-High scenario}
\end{table}

In this scenario (HH), for any size of the BoT, our algorithm always achieves a better time for makespan and a lower WLB regarding the results obtained by traditional heuristics.

4.2 High-Low Scenario

In this section the performance of the Meta-Schedulers is showed for a high tasks heterogeneity and a low resources heterogeneity. In this scenario the maximum value of computing power for a resource is 1 000 MIPS, so makespan is increased with regard to the above scenario.
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For small BoT sizes, makespan is parallel in all policies. With a greater size of BoT, the difference between our proposal and dynamic heuristics increases. For this scenario, when the size of BoT is increased our algorithm achieves a low makespan than the dynamic heuristics. Makespan for HL scenario is showed in Figure 7. With pre-processing, an improvement over the no pre-processing of 1.5% is obtained. Sufferage gets the third best time for makespan.

![Figure 7. Makespan for High-Low scenario](image)

Table 3 illustrates WLB for HL scenario. In this scenario, the performance for MFS is worse than in the previous scenario. Thus with the combination of large tasks and small capacity of computing resources, a resource spent more time to execute a task, overloading the nodes. Despite this situation, our approach gets a lower WLB than dynamic heuristics. MFS penalizes WLB with high heterogeneities for tasks and low heterogeneities for resources.

<table>
<thead>
<tr>
<th>BoT</th>
<th>MFS Pre-Pro</th>
<th>MFS</th>
<th>Max-Min</th>
<th>Min-Min</th>
<th>Suff</th>
<th>Seg Min-Min</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.035</td>
<td>0.0274</td>
<td>0.2746</td>
<td>0.256</td>
<td>0.2613</td>
<td>0.2512</td>
</tr>
<tr>
<td>600</td>
<td>0.0325</td>
<td>0.0272</td>
<td>0.2556</td>
<td>0.2556</td>
<td>0.2625</td>
<td>0.2493</td>
</tr>
<tr>
<td>700</td>
<td>0.0317</td>
<td>0.0254</td>
<td>0.2658</td>
<td>0.2618</td>
<td>0.2713</td>
<td>0.2584</td>
</tr>
<tr>
<td>800</td>
<td>0.0312</td>
<td>0.0256</td>
<td>0.2597</td>
<td>0.2636</td>
<td>0.2577</td>
<td>0.2515</td>
</tr>
<tr>
<td>900</td>
<td>0.0307</td>
<td>0.0251</td>
<td>0.2608</td>
<td>0.2687</td>
<td>0.2626</td>
<td>0.2594</td>
</tr>
<tr>
<td>1000</td>
<td>0.0301</td>
<td>0.0257</td>
<td>0.2643</td>
<td>0.2556</td>
<td>0.26</td>
<td>0.2534</td>
</tr>
<tr>
<td>1100</td>
<td>0.0305</td>
<td>0.0255</td>
<td>0.2612</td>
<td>0.2659</td>
<td>0.2646</td>
<td>0.2558</td>
</tr>
<tr>
<td>1200</td>
<td>0.0306</td>
<td>0.0247</td>
<td>0.2638</td>
<td>0.2597</td>
<td>0.2618</td>
<td>0.2562</td>
</tr>
<tr>
<td>1300</td>
<td>0.0311</td>
<td>0.0256</td>
<td>0.264</td>
<td>0.2608</td>
<td>0.2602</td>
<td>0.2578</td>
</tr>
<tr>
<td>1400</td>
<td>0.0309</td>
<td>0.0252</td>
<td>0.2625</td>
<td>0.2643</td>
<td>0.2634</td>
<td>0.2523</td>
</tr>
<tr>
<td>1500</td>
<td>0.0308</td>
<td>0.025</td>
<td>0.2601</td>
<td>0.2632</td>
<td>0.2623</td>
<td>0.2565</td>
</tr>
</tbody>
</table>

Table 3. Workload balancing for High-Low scenario
4.3 Low-High Scenario

Results for the scenario which low tasks heterogeneity and high resources heterogeneity are present in this subsection. In this scenario the lowest makespan is obtained for all scenarios.

For this scenario, our proposal obtains a lower makespan for all sizes of the Bag-of-Tasks. Figure 8 shows that our proposed algorithm performs better makespan than dynamic heuristics. The gap for a low size of the BoT is low, but using a BoT with more than 700 tasks the gap is increased. Dynamic heuristics obtain a similar time in all experiments of this scenario. The gap between pre-processing and no pre-processing is 2%.

![Fig. 8. Makespan for Low-High scenario](image)

Once again, our proposed Meta-Scheduler enjoys better performance in terms of WLB as compared with its counterparts (Table 4). For this scenario, our algorithm obtains a Workload Balance value close to zero. The WLB is better with a smaller number of tasks of the BoT. Ideal length for the BoT in this scenario ranges between 500 and 1000 tasks.

4.4 Low-Low Scenario

In the next set of results makespan and WLB for a Low (Tasks)-Low (Resources) scenario are shown. Figure 9 shows the makespan for LL scenario.

For a low size of the BoT (500 tasks) our approach obtains a similar time as dynamic heuristics. With a greater size of BoT, it can be observed that the gap between our proposal and dynamic heuristics increases. Makespans for traditional heuristics are parallel for any size of the BoT. For this scenario the gap between MFS with pre-preprocessing and MFS with no pre-processing is 1%.

Table 5 illustrates WLB for the LL scenario. In terms of WLB, MFS penalizes large sizes for BoT. Dynamic heuristics obtain a bad performance for this scenario.
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<table>
<thead>
<tr>
<th>BoT</th>
<th>MFS Pre-Pro</th>
<th>MFS</th>
<th>Max-Min</th>
<th>Min-Min</th>
<th>Suff</th>
<th>Seg Min-Min</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.0077</td>
<td>0.0073</td>
<td>0.2626</td>
<td>0.2626</td>
<td>0.2626</td>
<td>0.2545</td>
</tr>
<tr>
<td>600</td>
<td>0.0074</td>
<td>0.0067</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.2507</td>
</tr>
<tr>
<td>700</td>
<td>0.0072</td>
<td>0.0065</td>
<td>0.2646</td>
<td>0.2646</td>
<td>0.2646</td>
<td>0.2568</td>
</tr>
<tr>
<td>800</td>
<td>0.007</td>
<td>0.0063</td>
<td>0.2618</td>
<td>0.2618</td>
<td>0.2618</td>
<td>0.2496</td>
</tr>
<tr>
<td>900</td>
<td>0.007</td>
<td>0.0063</td>
<td>0.2602</td>
<td>0.2602</td>
<td>0.2602</td>
<td>0.2475</td>
</tr>
<tr>
<td>1000</td>
<td>0.0069</td>
<td>0.0061</td>
<td>0.2634</td>
<td>0.2634</td>
<td>0.2634</td>
<td>0.2567</td>
</tr>
<tr>
<td>1100</td>
<td>0.0119</td>
<td>0.0112</td>
<td>0.2641</td>
<td>0.2641</td>
<td>0.2641</td>
<td>0.2525</td>
</tr>
<tr>
<td>1200</td>
<td>0.0121</td>
<td>0.0113</td>
<td>0.2613</td>
<td>0.2613</td>
<td>0.2613</td>
<td>0.2563</td>
</tr>
<tr>
<td>1300</td>
<td>0.0113</td>
<td>0.0106</td>
<td>0.2657</td>
<td>0.2657</td>
<td>0.2657</td>
<td>0.2529</td>
</tr>
<tr>
<td>1400</td>
<td>0.0116</td>
<td>0.0107</td>
<td>0.2593</td>
<td>0.2593</td>
<td>0.2593</td>
<td>0.2435</td>
</tr>
<tr>
<td>1500</td>
<td>0.02</td>
<td>0.011</td>
<td>0.2637</td>
<td>0.2637</td>
<td>0.2637</td>
<td>0.2578</td>
</tr>
</tbody>
</table>

Table 4. Workload balancing for Low-High scenario

![Fig. 9. Makespan for Low-Low scenario](image-url)

<table>
<thead>
<tr>
<th>BoT</th>
<th>MFS Pre-Pro</th>
<th>MFS</th>
<th>Max-Min</th>
<th>Min-Min</th>
<th>Suff</th>
<th>Seg Min-Min</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.0065</td>
<td>0.0056</td>
<td>0.2687</td>
<td>0.2687</td>
<td>0.2687</td>
<td>0.2523</td>
</tr>
<tr>
<td>600</td>
<td>0.0059</td>
<td>0.0051</td>
<td>0.2556</td>
<td>0.2556</td>
<td>0.2556</td>
<td>0.2421</td>
</tr>
<tr>
<td>700</td>
<td>0.0062</td>
<td>0.0056</td>
<td>0.2653</td>
<td>0.2653</td>
<td>0.2653</td>
<td>0.2523</td>
</tr>
<tr>
<td>800</td>
<td>0.0071</td>
<td>0.0059</td>
<td>0.2597</td>
<td>0.2597</td>
<td>0.2597</td>
<td>0.2479</td>
</tr>
<tr>
<td>900</td>
<td>0.0068</td>
<td>0.0057</td>
<td>0.2608</td>
<td>0.2608</td>
<td>0.2608</td>
<td>0.2486</td>
</tr>
<tr>
<td>1000</td>
<td>0.0067</td>
<td>0.0057</td>
<td>0.2643</td>
<td>0.2643</td>
<td>0.2643</td>
<td>0.2458</td>
</tr>
<tr>
<td>1100</td>
<td>0.0088</td>
<td>0.0076</td>
<td>0.2612</td>
<td>0.2612</td>
<td>0.2612</td>
<td>0.2505</td>
</tr>
<tr>
<td>1200</td>
<td>0.0092</td>
<td>0.0081</td>
<td>0.2613</td>
<td>0.2613</td>
<td>0.2613</td>
<td>0.2512</td>
</tr>
<tr>
<td>1300</td>
<td>0.0095</td>
<td>0.0084</td>
<td>0.264</td>
<td>0.264</td>
<td>0.264</td>
<td>0.2538</td>
</tr>
<tr>
<td>1400</td>
<td>0.0091</td>
<td>0.008</td>
<td>0.2625</td>
<td>0.2625</td>
<td>0.2625</td>
<td>0.2529</td>
</tr>
<tr>
<td>1500</td>
<td>0.0093</td>
<td>0.0081</td>
<td>0.2601</td>
<td>0.2601</td>
<td>0.2601</td>
<td>0.2536</td>
</tr>
</tbody>
</table>

Table 5. Workload balancing for Low-Low scenario
The best value for WLB is obtained with Low-Low scenario with a BoT of 600 tasks for MFS with no Pre-processing. With more than 1000 tasks MFS with Pre-processing obtain worse WLB.

4.5 Performance of MFS Under Heterogeneous Scenarios

Experimental results for makespan show that time for all dynamic heuristics grows as the size of the BoT is increased. However, in our proposal, this growth is linear while for dynamic heuristics this growth is exponential. As mentioned above, our approach with pre-preprocessing obtains the best makespan for all scenarios, although the difference with dynamic heuristics is greater when the size of the BoT is high, with any combination of heterogeneity of tasks.

For future real development of our approach, MFS should be used with a BoT with more than 500 tasks and less than 1000 tasks. These tasks can be highly heterogeneous or with low heterogeneities, but resources heterogeneities must be high to obtain a better workload balancing. The length of these tasks must not exceed 300,000 MI.

In this study, the simulation results of makespan and workload balancing were examined in the above four subsections. It is observed that the makespans of the MFS with and without pre-processing were ranked as the first and second fastest. However, WLB for MFS with pre-processing was ranked as the second position and WLB for MFS without pre-processing was ranked as the first position. Therefore, in order to obtain a lower makespan it is necessary to sort the BoT in a descending way, but with this pre-processing a worse WLB is obtained. MFS with no pre-processing gets a better workload balancing although it takes more time for makespan. So it is recommended to use pre-processing when nodes overload is no significant. If nodes overload is an important factor, not to use pre-processing is the best option.

5 CONCLUSIONS AND FUTURE WORKS

A Grid environment is heterogeneous in nature in the real world since it works with different computing speeds at different participating sites. Heterogeneity presents a challenge for effectively arranging load sharing activities in a computational grid. This paper explores tasks scheduling and allocation issues in heterogeneous computational Grids scenarios using fuzzy logic.

Compared to prior literature, this Meta-Scheduler is of a great value, since in prior literature there is no Meta-Scheduler able to manage a set of tasks with no a priori information. Conversely, previously revised heuristics need to know the tasks to be executed in advance.

At this stage of the research, we have some future directions that might prove interesting: Firstly, we will conduct additional experiments to obtain automatic rules in order to improve the fuzzy logic sets. Secondly, we will apply priorities to the tasks in the queue so that those with the highest priority can be brought forward
in the queue of the Meta-Scheduler. Thirdly, we will carry out several studies using different methods to sort the Bag-of-Tasks in order to organize the queue of the Meta-Scheduler. Furthermore, we will study the behavior of our approach in online mode.
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