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Abstract. Fuzzy rule-based systems are expert systems whose performance is
strongly related to the quality of their knowledge and the associated knowledge
acquisition processes and thus, the design of effective learning techniques is con-
sidered a critical and major problem of these systems. Knowledge acquisition with
a swarm intelligence approach is a recent learning strategy for the evolution of
fuzzy rule bases founded on swarm intelligence showing improvement over classical
knowledge acquisition strategies in fuzzy rule based systems such as Pittsburgh and
Michigan approaches in terms of convergence behaviour and accuracy. In this work,
a generalization of this method is proposed to allow the simultaneous consideration
of diversely configured knowledge bases and this way to accelerate the learning pro-
cess of the original algorithm. In order to test the suggested strategy, a problem
of practical importance nowadays, the design of expert meta-schedulers systems for
grid computing is considered. Simulations results show the fact that the suggested
adaptation improves the functionality of knowledge acquisition with a swarm intel-
ligence approach and it reduces computational effort; at the same time it keeps the
quality of the canonical strategy.

Keywords: Knowledge-based systems, fuzzy logic, optimization, evolutionary com-
putation, grid computing
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1 INTRODUCTION

Fuzzy Rule-Based Systems (FRBSs) [1, 2] are knowledge based systems founded on
the simulation of human reasoning extensively used in a wide range of applications
such as computational network management [3, 4], speech and music discrimina-
tion [5], image retrieval [6] and other sciences such as risk modeling and decision
making [7, 8]. The success of these systems is based on the quality of the knowledge
they represent, which cannot be always obtained from an expert in the field of the
considered problem. Moreover, it is generally not feasible to obtain this knowledge
in advance and thus it is necessary to resort to automatic learning strategies that
allow the extraction of the necessary knowledge to be incorporated to the expert
system.

Diverse strategies for the evolution of expert fuzzy bases can be found in lite-
rature. However, the importance of Genetic Algorithms (GAs) is to be under-
lined [9, 10]. The application areas of GAs range from optimization in network cod-
ing [11], fuzzy systems design for mobile robot navigation [12] and surface prediction
and power management computational in grinding [13] to production scheduling [14].
In the learning of fuzzy rule bases (RBs), these strategies take each individual of
a given population as a chromosome that can consist of a single rule or a collection
of rules. The population is subject to a genetic competitive process through gene-
rations where chromosomes are selected for the next-generation population based
on a performance index or objective function [2]. Specifically, the role of two ge-
netic fuzzy learning strategies must be pointed out: Pittsburgh [15] and Michigan
approaches [16]. The former, Pittsburgh approach, encodes a complete RB as an in-
dividual of the population to be evolved whereas the latter, Michigan approach,
considers each rule as a chromosome and the best suited collection of rules is chosen
as the final expert base.

On the other hand, Particle Swarm Optimization (PSO) [17] is an evolution-
ary strategy based on swarm intelligence widely used for optimization in multidi-
mensional problems in diverse application areas such as renewable energies [18] or
electromagnetics [19]. The main strengths of this strategy over GAs are given by
its implementation simplicity and the small number of control parameters. PSO
does not require the use of genetic operators, such as crossover and mutation, but
individuals of the population or swarm, called particles, evolve by means of in-
ternal velocities. Besides, particles have memory and unidirectional information
exchanges are considered which reduces the number of communications needed in
the evolutionary process. In addition, the use of PSO allows a greater control of
the convergence of the swarm particles than GAs what decreases the computational
effort. PSO is used in many engineering applications as shown by works on arti-
ficial neural network training [20], ad hoc wireless networks [21], or simultaneous
localization and mapping problems [22]. Also, the combination of PSO and fuzzy
logic has been considered in areas such as nonlinear identification [23, 24], collec-
tive robotic search [25], and power system stabilizers design [26] and new versions
for PSO have recently emerged from this combination [27]. Furthermore, in [28],
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PSO has recently been proposed for knowledge acquisition in FRBSs in such a way
that a RB as a whole represents a swarm individual. However, in spite of the good
results obtained by this learning strategy, called KASIA, in comparison to those
of GAs, it presents the counterpart that it can only work with fuzzy rule bases of
a fixed size, i.e., knowledge bases presenting the same number of fuzzy rules, what
derives in a high computational cost since the optimum number of fuzzy rules is
initially unknown and previous setting stages are necessary to properly configure
the strategy.

In this work, a learning strategy, Generalized Knowledge Acquisition with
a Swarm Intelligence Approach (KASIA-G) is presented. KASIA-G is an adap-
tation of the original KASIA algorithm [28] that allows its generalization to be used
with fuzzy rule bases of diverse dimensions and thus to reduce the number of set-
ting stages required by the canonical strategy. In order to show the effectiveness of
the proposed algorithm, KASIA-G, as a knowledge acquisition strategy, its applica-
tion to a problem of practical importance such as the design of meta-schedulers for
Grid Computing is considered. Further, comparative results with KASIA and GAs
(Pittsburgh approach) are analyzed.

The rest of the paper is organized as follows. In Section 2, the fundamentals
of canonical learning strategy KASIA are presented. The suggested knowledge ac-
quisition strategy is introduced in Section 3. In Section 4, KASIA-G is evaluated
as a learning strategy for fuzzy rule based meta-schedulers for computational grids
and results are compared to that of other classical scheduling approaches. Finally,
Section 5 concludes the paper.

2 BACKGROUND

As introduced before, the contribution of this work consists of the adaptation of the
knowledge acquisition strategy KASIA. Hence, it is important to present the main
features of the canonical strategy first in order to understand the suggested modifica-
tions. A detailed description of KASIA and its characteristics such as computational
cost and convergence control can be found in [28].

In KASIA learning strategy, a set of NP particles made up a swarm where each
individual Pi represents a complete RB. The objective of the algorithm is to move
particles within the search space to achieve the optimum location for these particles,
i.e., the collection of rules where the optimal performance fitness f is obtained. Each
particle Pi in the swarm has the form

Pi =


ai1,1 ai1,2 . . . ai1,n bi1 ci1
ai2,1 ai2,2 . . . ai2,n bi2 ci2
. . . . . . . . . . . . . . . . . .
aim,1 aim,2 . . . aim,n bim cim

 (1)

where each row describes a fuzzy rule, n indicates the number of input variables and
m is the number of rules. Antecedents of rules aij,k are encoded as an integer in the
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interval
aij,k ∈ [−NFin, NFin] , j ∈ {1, 2, . . . ,m}, k ∈ {1, 2, . . . , n} (2)

with NFin the number of fuzzy sets of input j. Also, consequents bij are encoded
analogously, where NFout denotes the number of output sets

bij ∈ [−NFout, NFout] , j ∈ {1, 2, . . . ,m} (3)

NFin, NFout ∈ N. (4)

Also, rules connectives cij are represented by “1” for connective “AND” and “2” for
connective “OR”.

cij ∈ {1, 2} (5)

On the other hand, the velocity associated to each particle is formulated as

Vi =


vi1,1 vi1,2 . . . vi1,n vi1,n+1 vi1,n+2

vi2,1 vi2,2 . . . vi2,n vi2,n+1 vi2,n+2

. . . . . . . . . . . . . . . . . .
vim,1 vim,2 . . . vim,n vim,n+1 vim,n+2

 (6)

vij,k ∈ [Vmin, Vmax] , j ∈ {1, 2, . . . ,m}, k ∈ {1, 2, . . . , n+ 2} (7)

where Vmin and Vmax denote the velocity upper and lower restrictions, respectively.
As can be observed in particles formulation (Equation (1)), the search space for
KASIA strategy consists of three subsections associated to antecedent, consequent
and connector parts. Hence, Equations (2), (3) and (5) describe the search space
for every element category in the RB. In addition, in order to effectively guide
particles, limits for velocity [Vmin, Vmax] or considering symmetry [−Vmax, Vmax]
must be imposed. As discussed in [29], a limitation of velocity parameter V max

allows the contention of explosion of the velocity of particles. This way, the following
expression must be considered [30] for velocity:

vij,k = sign(vij,k, )min(|vij,k|, Vmax) (8)

with Vmax calculated as p× s and 0.1 ≤ p ≤ 1.0.
In KASIA, the updating process of particles location is an iterative process

conducted by a fitness value or performance index f that indicates the quality of
every particle or RB at every iteration. Hence, a particle velocity is updated taking
into account its own inertia, the best quality location reached by the particle, P#(t)
or inner tendency to return to its best location, and the best location found by the
whole swarm P ∗(t) up to the current iteration or social component

Vi(t+ 1) = w ⊗ Vi(t)⊕ (c1 ∗ r1)⊗ (Pi(t) � P#(t))

⊕ (c2 ∗ r2)⊗ (Pi(t) � P ∗(t)) (9)

with ⊗, ⊕ and � being the multiplication, addition and regular difference of ma-
trices, respectively. Finally, each particle Pi updates its position by the following
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expression
Pi(t+ 1) = P (t)i ⊕ Vi(t+ 1). (10)

As shown, KASIA does not allow the utilization of knowledge bases Pi with
different sizes, given the difference operator used in Equation (9), �, which demands
regular matrices difference. Thus, this expression can only be used considering
particles with the same size, i.e., the same number of rules. Note that considering
a fixed size for rule bases makes it necessary to work independently with different
sized rule bases in the training stages of the expert system to obtain a suited base
for the problem under consideration. This requirement significantly increases the
computational cost of the learning process. Furthermore, it can be observed that
the difference expression does not take into account the simultaneous existence of
two particles with identical rules located in different rows of the matrices. I.e., let
us consider two particles P1 and P2 in Equation (11):

P1 =


a1

1,1 a1
1,2 . . . a1

1,n b1
1 c1

1

a1
2,1 a1

2,2 . . . a1
2,n b1

2 c1
2

. . . . . . . . . . . . . . . . . .
a1
m,1 a1

m,2 . . . a1
m,n b1

m c1
m


P2 =


a1

2,1 a1
2,2 . . . a1

2,n b1
2 c1

2

a1
1,1 a1

1,2 . . . a1
1,n b1

1 c1
1

. . . . . . . . . . . . . . . . . .
a1
m,1 a1

m,2 . . . a1
m,n b1

m c1
m


(11)

Particle P2 equals P1, since only some rule positions are changed which does
not alter the associated knowledge. However, the canonical expression does not
identify identical rules located in different positions in two particles and thus, the
convergence of the algorithm can be affected. In the next section, a modification
in the particles differentiation process that allows the use of rule bases of different
sizes and considers the position of identical rules in the expert bases is presented.

3 PROPOSED METHOD FOR FLEXIBLE RULE BASE EVOLUTION
WITH KASIA

As introduced before, a modification of canonical KASIA is presented in this work
that incorporates a new differentiation expression in the original algorithm and
a reformulation of Equations (9) and (10) for the updating of particle positions. The
goal of this new version of KASIA is to allow the consideration of RBs of different
sizes which makes preliminary stages to select the best configuration of RBs unneces-
sary and thus it reduces the computational effort associated to RBs evaluation and
generalizes the algorithm. Furthermore, the reformulation of Equations (9) and (10)
makes it possible for KASIA to associate a null distance when comparing identical
rules even though these rules are not located in the same position of the bases. The
new differentiation method is implemented as an iterative algorithm which looks
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for the minimum Euclidean distance between every rule or row in the minuend and
all the rows in the subtrahend at every iteration. Once the minimum distance is
found for a rule in the minuend, the difference between the involved fuzzy rules
is calculated and the result is added as a new row to the so-called differentiation
matrix. The only condition that must be imposed to the particles is that they must
consider the same number of columns, i.e., the same number of antecedents and
consequents must be constant through iterations as in the canonical algorithm.

Given particle P1 as minuend and particle P2 as subtrahend, with dimensions
m× (n+ 2) and p× (n+ 2) respectively, and m and p the number of rules in both
particles such as illustrated in Equation (12):

P1 =


a1

1,1 a1
1,2 . . . a1

1,n b1
1 c1

1

a1
2,1 a1

2,2 . . . a1
2,n b1

2 c1
2

. . . . . . . . . . . . . . . . . .
a1
m,1 a1

m,2 . . . a1
m,n b1

m c1
m



P2 =


a2

1,1 a2
1,2 . . . a2

1,n b2
1 c2

1

a2
2,1 a2

2,2 . . . a2
2,n b2

2 c2
2

. . . . . . . . . . . . . . . . . .
a2
p,1 a2

p,2 . . . a2
p,n b2

p c2
p


(12)

In the first stage of the algorithm, the Euclidean distance between all the rules
in P1 and all the rules in P 2 is pursued and a matrix ∆ with m × p elements is
obtained.

∆ =



d1,1 · · · d1,j−1 d1,j d1,j+1 · · · d1,p

d2,1 · · · d2,j−1 d2,j d2,j+1 · · · d2,p

· · · · · · · · · · · · · · · · · · · · ·
di−1,1 · · · di−1,j−1 di−1,j di−1,j+1 · · · di−1,p

di,1 · · · di,j−1 di,j di,j+1 · · · di,p
di+1,1 · · · di+1,j−1 di+1,j di+1,j+1 · · · di+1,p

· · · · · · · · · · · · · · · · · · · · ·
dm,1 · · · dm,j−1 dm,j dm,j+1 · · · dm,p


(13)

where every Euclidean distance di,j is calculated as

di,j =

√√√√ n∑
k=1

(a1
i,k − a2

j,k)
2 + (b1

i − b2
j)

2 + (c1
i − c2

j)
2. (14)

Once matrix ∆ has been obtained, an iterative process considering an identical
number of iterations to the number of rules of particle P1 starts. For m iterations
the minimum value of every row in matrix ∆ is identified. E.g., let di,j satisfy the
minimum value condition. This makes reference to the fact that rule i of base P1

is located in the minimum distance of rule j of P2. Thereby, given two rules, its
difference is calculated and incorporated to differentiation matrix D (dimension of
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Algorithm 1 Calculation of the proposed difference between particles.
Initialization

1. Calculate matrix ∆ with distance between given particles P1 and P2.
for every rule i of P1,

for every rule j of P2,
(a) Calculate distance between from rule i to rule j:

(di,,j)
2 =

∑n
k=1(a1

i,k − a2
j,k)

2 + (b1
i − b2

j )
2 + (c1

i − c2
j )

2

(b) Add distance di,j to ∆, Equation (13)
end

end
2. Initialize D, differentiation matrix
3. M = 2max (∆),

Do
1. Update min(di,,j) distance value from ∆ .
2. Select rule i from P1 and rule j from P2.

(a) Calculate ri = (a1
i,1 − a2

j,1) · · · (a1
i,n − a2

j,n)(b1
i − b2

j )(c
1
i − c2

j )
difference between rule i from P1 and rule j from P2

(b) Add ri to D matrix, Equation (15)
(c) Discard the minimum distance in following iterations

di,k = M, ∀k ∈ [1 · · · p] and dl,j = M, ∀l ∈ [1 · · ·m] from ∆,
Equation (16)

While(Num rules of P1)
Return solution: D

m × n + 2) which aggregates the minimum distances of rules and it is constructed
at every step of the iterative process. In this first stage, matrix D has the form
presented in Equation (15).

D =
[

(a1
i,1 − a2

j,1) . . . (a1
i,n − a2

j,n) (b1
i − b2

j) (c1
i − c2

j)
]

(15)

In order to avoid this minimum distance to be taken into account in following
iterations, the position located in row i and column j of matrix ∆ is updated with
a high value e.g., the double of the maximum of initial ∆ matrix, i.e., M = 2 ·
max (∆). This condition can be observed in Equation (16).

∆ =



d1,1 · · · d1,j−1 M d1,j+1 · · · d1,p

d2,1 · · · d2,j−1 M d2,j+1 · · · d2,p

· · · · · · · · · · · · · · · · · · · · ·
di−1,1 · · · di−1,j−1 M di−1,j+1 · · · di−1,p

M · · · M M M · · · M
di+1,1 · · · di+1,j−1 M di+1,j+1 · · · di+1,p

· · · · · · · · · · · · · · · · · · · · ·
dm,1 · · · dm,j−1 M dm,j+1 · · · dm,p


(16)
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At the end of the iterative process, i.e., m iterations, differentiation matrix D
has the form:

D =


r1,1 r1,1 · · · r1,n+2

r2,1 r2,2 · · · r2,n+2

· · · · · · · · · · · ·
rm,1 rm,2 · · · rm,n+2

 (17)

The calculation of the differentiation matrix can be summarized in Algorithm 1.
The incorporation of the differentiation operator suggested makes necessary the
reformulation of the velocity updating expression used in KASIA (Equation (9)) to
adapt it to its generalization to different sizes of particles. In order to keep the
coherence in the operations, the new calculation of the velocity is done following the
expression:

Vi(t+ 1) = w ⊗ Vi(t) � (c1 ∗ r1)⊗ (P#(t) � P (t))

� (c2 ∗ r2)⊗ (P (t)∗ � P (t)) (18)

where � denotes the proposed difference function. On the other hand, the position of
particles is updated regarding the present value of particles and the global and local
best suited RB stored through the swarm evolution as in the canonical algorithm

Pi(t+ 1) = P (t)i ⊕ Vi(t+ 1). (19)

As can be observed, the proposed subtraction operator does not alter the size
of particles during the learning process but it allows the consideration of particles
of diverse dimensions. This is translated in a reduction in the computational cost
since previous setting processes can be suppressed (i.e., reduction of the number of
RBs or particles evaluations to use KASIA strategy). Note that modifying the way
the difference is calculated in the proposed strategy involves a higher computational
effort than in the canonical strategy. However, the associated computational cost
of the evaluation of RBs or particles to obtain their fitness or quality in many
applications of FRBSs is so high (as the evaluation of RBs for expert meta-schedulers
in real grid computing scenarios proposed in this work) that this increase is not
significant.

4 SIMULATION RESULTS

In this section, conducted simulations to test the proposed schema are analyzed.
Specifically, the performance of a fuzzy meta-scheduler within a grid computing
environment with KASIA-G learning is studied and results are compared to those
of classic scheduling systems. Grid scheduling is a problem of practical importance
nowadays in the use of FRBSs that let the evaluation of the proposed learning
strategy in an environment where the knowledge acquisition process is critical.

Learning results of the meta-scheduler are studied in comparison to canonical
KASIA and genetic algorithms, Pittsburgh approach, in diverse settings. The dif-
ferent learning strategies characteristics are analyzed both in terms of final result,
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Figure 1. Fuzzy Meta-scheduling system in a grid computing network

convergence behaviour and computational effort. Furthermore, the fuzzy scheduling
strategy is compared to other scheduling strategies in grid computing EASY-BF and
ESG-LS periodical.

Nowadays, science is based on large-scale numeric simulations and data analy-
sis and collaborative environments able to integrate theoretical and experimental
efforts that are made by individual entities are sought [31]. Grid computing has
an important role in diverse science areas such as e-Science, bio-informatics, me-
teorology, medicine and physic [32]. A computational grid is made up of a set
of heterogeneous and geographically distributed resources sharing their capabilities
with the aim of achieving a common goal. Hence, a computational grid is generally
described as a collection of Hj machines which are allocated among diverse resources
domains, RDj =

{
rj,1, rj,2, . . . , rj,Hj

}
making up a global resource domain or virtual

organization, V O = {RD1, RD2, . . . , RDG}. The objective of a meta-scheduler is
to distribute a collection of L jobs J = {J1, J2, . . . , JL} to the involved resource
domains, RDj, in the organization. Besides, local schedulers are located in every
resource domain and they are in charge of the scheduling of jobs within their asso-
ciated RD. Jobs are heterogeneous and diverse in terms of demanded number of
processors, memory, deadline times and other characteristics, such as the CPU type
and operating system. Also, resources domains RDj are heterogeneous and featured
by properties such as the number of machines Hj, the number of CPU, operating
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Figure 2. Fuzzy sets for grid features and resource domain selector

system or memory size of each machine. Recent works such as [3] and [33, 34] suggest
the utilization of expert systems to work as a meta-scheduler. The architecture of
this kind of systems can be observed in Figure 1. In this figure the classical schema
of a fuzzy system adapted to work in a Grid environment is shown. The fuzzy
system provides a selection factor y0 at every stage of the scheduling process that
indicates the suitability of an specific resource domain to be selected on the basis of
the knowledge of the state of the resources domains and its own knowledge of the
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grid system. The state of the resources in the grid system is described using several
variables that inform about the computational capabilities over time. An example
of these variables are the number of busy processing elements, the number of ma-
chines in use, resources own makespan, deadlines, delays and failures of the different
resources. The state of the resources is featured considering both their current usage
and performance during its operation with time. Hence, the scheduler can base its
decisions bearing in mind a wider description of resources state than the only con-
sideration of their current availability. In this sense, it is necessary to find a balance
between accuracy in the featuring of the resources state and the complexity of the
learning strategy to obtain a scheduling based on a good description of the system
state without highly increasing the complexity of the system knowledge extraction.

Feature Description

Number of free processing
elements (FPE)

Number of free processing element within RDi.

Previous Tardiness (PT) Sum of tardiness of all finished jobs in RDi.

Resource Makespan (RM) Current makespan for RDi.

Resource Tardiness (RT) Current tardiness of jobs within RDi.

Previous Score (PS) Previous deadline score of already finished jobs
in RDi.

Resource Score (RS) Number of non delayed jobs so far in RDi.

Resources In Execution (RE) Number of Resources currently executing jobs
within RDi.

Table 1. Inputs features for the fuzzy meta-scheduler

Table 1 summarizes the system variables in this work.

Before describing the knowledge acquisition process for the fuzzy meta-scheduler
it is necessary to show how its knowledge is represented and the fitness used for
training. In this work, a rule Ri is made up of a set of antecedents and a consequent,
using a Mamdani type encoding [35]: both antecedents and consequents are encoded
using linguistic variables associated to fuzzy sets [36]. This type of rules, when using
multiples inputs and a single output can be represented as follows:

Ri = IF x1 is Ai,1 and/or . . . xn is Ai,n THEN y is Bi (20)

where (x1, . . . , xn) indicates the features considered for the resources state, and Ai,m
and Bi correspond to one of the possible NFin fuzzy sets for input and NFout for
output, respectively. System features describing the system state are illustrated in
Table 1, and for their description Gaussian membership functions are considered,
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which are formulated as follows:

µ
(xm)
i (z) =

1

σ
(xm)
i

√
2π

exp


−
(
z − τ (xm)

i

)2

2σ
(xm)2
i

 (21)

{
z ∈ Ru | z ≤ 1

}
. (22)

These membership functions are driven by two parameters τ
(xm)
i and σ

(xm)
i , mean

and standard deviation. The goal of using this type of function is to smooth the
transition between areas of fuzzy sets. This is a desirable characteristic for the
system in order to be able to provide a contribution in a wide range of system con-
ditions [3]. Figure 2 represents the fuzzy sets for the normalized input features and
output. As shown, inputs are featured by three fuzzy sets indicating low, medium
and high values and the output or selector factor relevance are described by five
fuzzy areas, to wit, very low, low, medium, high and very high. Finally, makespan
or workload finalization time is considered as the optimization criteria in this work,

makespan = max
j∈J

Tj (23)

where Tj denotes the execution time of job j. Makespan is extensively found in
literature as a general grid system productivity indicator and its minimization is
typically pursued [37, 38].

The performance of the scheduler is tested through simulations with Alea soft-
ware [39]. Alea is a grid scheduling simulation toolkit based on GridSim where grid
scenarios and traces from real world can be used. To be precise, the considered
grid environment in our tests is based on Czech National Grid Infrastructure Meta-
centrum project [40]. This grid is made up by 806 CPUs of heterogeneous types
(i.e., Opteron and Xeon) and speed (i.e., 1 500–3 200 MHz) located in 210 machines
running Linux. Moreover, queues configuration parameters, maintenance and reser-
vation behaviour of machines, and jobs characterization are obtained from traces
of Metacentrum facilities [41]. Firstly, the fuzzy scheduler training results are pre-
sented. As introduced before, the scheduler is trained with makespan as performance
index or fitness [37, 38]. This way, the goal is the minimization of the finalization
time of the last job in the simulation or makespan,

min
Si∈Sched

{max
j∈J

Tj} (24)

where Sched indicates all the possible schedules. The training is done for 100 itera-
tions where the scheduler must allocate 2 000 jobs in the grid. Results are obtained
for the fuzzy scheduler using KASIA-G and KASIA [28] and genetic Pittsburgh ap-
proach for the evolution of rules. KASIA-G, KASIA and Pittsburgh approach are
configured considering parameters shown in Tables 2 and 3.
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Parameters configuration for swarm-based learning of fuzzy rules

KASIA-G ω = 0.9 d1 = 2, d2 = 2 Number of particles/RBs (NP) = 18 8 ≤ RBsize ≤ 15

KASIA ω = 0.9 d1 = 2, d2 = 2 Number of particles/RBs (NP) = 18 RBsize = 10

Table 2. Parameters configuration for KASIA-G and KASIA

Parameters configuration for genetic learning of fuzzy rules

Pittsburgh-Elitism Elitism Selection Selection rate λ = 0.9 Mutation rate = 0.1e(−iter/Numiter) Population size (PS) = 20
Pittsburgh-Tournament Tournament Selection Two-point crossover init max RBsize = 20

Table 3. Parameters configuration for Pittsburgh approach

The configuration for the well-known strategies (i.e., KASIA and Pittsburgh
approach) is based on previous works in the usage of these strategies for learning
of meta-schedulers for grid computing [28, 34, 42] and the configuration of genetic
learning strategies [2, 43]. On the other hand, KASIA-G follows the same configu-
ration as the canonical strategy KASIA, since both methods are to be compared in
the same conditions to observe the effect of the alternative fuzzy rule bases subtrac-
tion mechanism in its performance. It must be underlined that KASIA is optimally
configured in terms of rule bases size for the problem under consideration in contrast
to KASIA-G which does not need this previous setting.

Also, note the size of the swarm size and the genetic population are fixed to
allow a fair comparison in terms of computational cost at every iteration. The
different approaches are computationally rated according to the required number
of cost function evaluations (FEs) (i.e., RBs evaluations in the grid) [44]. On the
one hand, in KASIA, each particle or RB is evaluated at every iteration, and thus,
computational effort for an experiment can be formulated as

CEKASIA = NP ∗ num iter (25)

where NP denotes the size of the swarm and numiter is the number of iterations
or stopping condition. Regarding computational effort for KASIA-G, note that
the proposed difference operator allows the consideration of particles of diverse di-
mensions which is translated in a reduction in computational cost, given previous
setting processes can be suppressed (i.e., reduction of the number of RBs or particles
evaluations to use KASIA strategy). Hence, once KASIA is optimally configured,
computational effort of KASIA-G in FEs is the same as the computational effort of
KASIA. On the other hand, with the aim of providing a fair step by step (i.e., in every
iteration) comparison in terms of computational effort in FEs through generations,
Pittsburgh strategy [2, 45] is proposed for comparison in several configurations, see
Table 3. Computational effort for Pittsburgh approach is given by the following
expression

CEPitts = PS + PS ∗ λ ∗ (num iter − 1) (26)

where PS denotes the number of individuals or RB population size, λ represents
the selection factor. Pittsburgh population is made up of a set of RBs and genetic
operators are applied at this level. Hence, as in canonical KASIA and suggested
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KASIA-G, every generation requires a number of selected population FEs. This way,
the different strategies can be compared at every generation considering the same
computational effort what motivates the selection of Pittsburgh strategy instead of
other genetic learning strategies.
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Figure 3. Learning strategies convergence behaviour with makespan as performance index

Figure 3 represents the evolution of the learning strategies, KASIA-G, KA-
SIA and Pittsburgh in its diverse settings (i.e., Pittsburgh-Elitism and Pittsburgh-
Tournament) during the training of the scheduler. Curves show the obtained fit-
ness by the best knowledge base in every iteration (average result of 30 simula-
tions). It can be observed that KASIA-G presents a convergence speed slightly
higher than KASIA and significantly higher than Pittsburgh approaches. To be
precise, KASIA-G converges in 49 iterations in contrast to 64, 78 and 82 in KASIA,
Pittsburgh-Elitism and Pittsburgh-Tournament, respectively, which is translated
into a reduction in computational cost. Associated computational effort for these
strategies is presented in Table 4. Also, the final value of the fitness for KASIA-G
is similar to that of KASIA and improves Pittsburgh-Elitism and Pittsburgh-Tour-
nament approaches by 1.66 % and 1.05 % on average as presented in this table.

Furthermore, with the aim of analyzing the scheduler performance and validat-
ing results, different tests are conducted using several QoS criteria such as flow-
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Strategy/Parameter Avg. Convergence Iteration Computational
(30 experiments) fitness-makespan (s) Iteration Effort (FEs)

KASIA-G 1 639 877.838 49 1 152

KASIA 1 630 479.572 64 1 152

Pittsburgh-Elitism 1 667 586.227 78 1 406

Pittsburgh-Tournament 1 657 267.364 82 1 478

Table 4. Training results with makespan as performance index

time, weighted usage, classic usage, tardiness and slowdown, beside the training
fitness. Additionally, the Metacentrum scenario is modified with different reserva-
tion and machine failures behaviour and workload is increased by 17 %. Table 5
presents the results for the fuzzy scheduler with the obtained knowledge bases
with KASIA-G, KASIA and Pittsburgh approaches (i.e., Pittsburgh-Elitism and
Pittsburgh-Tournament) in validation scenario. It can be observed that KASIA-
based strategies improve the genetic schedulers results in terms of flowtime, weighted
usage and classic usage. Moreover, results are compared with those of two extended
scheduling strategies EASY-Backfilling (EASY-BF) and the ESG Local Search pe-
riodical strategy (ESG + LS periodical) [46]. Results show their better performance
compared to the rest of strategies. As commented earlier, the scheduler trained
with KASIA-based strategies is able to obtain the highest-quality knowledge bases
in terms of makespan and as can be observed, this quality remains in different con-
ditions as shown in validation results. In addition, an improvement in weighted
and classical usage in comparison to EASY-BF can be appreciated, although, as
expected, the optimization of makespan deteriorates performance in flowtime, slow-
down and tardiness.

Metric/Strategy KASIA-G KASIA Pittsburgh- Pittsburgh- EASY-BF ESG + LS

Metric/Strategy KASIA-G KASIA Elitism Tournament period.

Makespan (s) 1 647 228.268 1 633 719.8 1 659 926.3 1 659 201.625 1 749 586.008 1 973 151.408
Flow-time (s) 88 397.133 87 765.539 88 865.534 89 184.388 87 491.471 83 379.182
Weighted usage (%) 46.659 48.184 46.420 46.341 44.47 34.74
Classic usage (%) 57.178 59.360 56.528 56.843 47.01 40.91
Tardiness (s) 4 766.554 4 683.250 4 757.286 4 834.579 3 235.311 1 274.822
Slowdown (s) 194.999 197.036 192.049 199.384 184.352 17.522

Table 5. Scheduling results of the fuzzy scheduler with KASIA-G, KASIA, Pittsburgh-
Elitism and Pittsburgh-Tournament and EASY-BF and ESG + LS periodical in
validation scenario with obtained expert knowledge

In many situations it is desirable to check if the distribution of a variable is
the same in two populations, or if this variable tends to be higher or lower in one
of the two groups based on sampling data. In our case, it can be interesting to
study the objective function for the jobs subject to evolutionary schedulers analyzed
(KASIA-G, KASIA and Pittsburgh approaches). To this end, two comparisons are
made: KASIA-G versus Pittsburgh in its two settings and KASIA-G versus KASIA.
Firstly, it is necessary to determine if it is possible to conduct parametric tests to
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the obtained values of the function cost fobj. As suggested in [10], Kolmogorov-
Smirnov and Shapiro-Wilk are used to check the samples normality. The obtained
results for the three strategies show that there exists no normality in the samples
and thus it is necessary to use a nonparametric test to check if there exist differences
among them. Two nonparametric tests for comparison are done based on the sum of
ranges of Wilcoxon or Mann-Whitney test. This widely used method is available in
different statistical applications such as KEEL [47] and SPSS [48]. In order to make
the comparison, two observations regarding KASIA-G with respect to the canonical
strategy, KASIA and the classical strategy Pittsburgh in its best setting, Pittsburgh-
Tournament, are considered following previous works in statistical comparisons with
Wilcoxon tests [10, 49]:

Observation 1: Average of the fitness function in two different populations (KA-
SIA-G and Pittsburgh-Tournament). The evidence against the null hypothesis
is that the sum of the ranges in Pittsburgh-Tournament approach is higher than
that of KASIA-G. Wilcoxon W parameter results in 310 and the obtained p-
value is 0.03839; thus, the evidence against the null hypothesis is significant
with the obtained p-value.

Observation 2: Average of the fitness function in two different populations (KA-
SIA-G and KASIA). The evidence against the null hypothesis is that the sum
of the ranges in KASIA approach is lower than that of KASIA-G. In this case,
the obtained p-value is 0.36 and thus, there is no significant evidence against
the null hypothesis.

In the light of these statistical tests results, it can be derived that KASIA-G
has a better performance with a p-value of 0.03839 than Pittsburgh approach and
it cannot be concluded that KASIA-G results are worse than those of canonical
KASIA.

5 CONCLUSIONS

In this work, an adaptation of the learning strategy KASIA based on PSO, KASIA-G
has been presented. The proposed knowledge acquisition strategy allows the utiliza-
tion of knowledge bases of different sizes with the canonical algorithm. This property
reduces the number of required experiments in the training stage since tests with
different configurations can be suppressed and thus it significantly decreases com-
putational cost. Moreover, the suggested methodology improves the performance of
the canonical learning strategy since it contemplates the existence of equal rules in
the calculation of particles of the involved RBs distance although they are located
in different positions within these bases with the following increase in the algorithm
efficacy. In order to evaluate the efficiency of the methodology, it is applied to the
learning of fuzzy rule-based meta-schedulers in grid computing where the knowledge
acquisition stage is critical and KASIA-G results are compared to those of canonical
KASIA and Pittsburgh approach in diverse settings. It is observed that KASIA-G
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results are close to those of KASIA and outperform Pittsburgh results in diverse set-
tings. Furthermore, it is shown that the difference between the obtained results with
KASIA-G and KASIA is not statistically significant. In addition, it has been checked
that the obtained results with the suggested methodology outperform those of tra-
ditional strategies such as EASY-BF (5.85 %) and EGS + LS periodical (16.52 %)
in terms of training fitness. In sum, the proposed learning methodology, KASIA-G
is a generalization of the original strategy, KASIA, that improves its functionality
and setting simplicity without reducing its quality.
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ra, S.—Garrell, J. M. et al.: KEEL: A Software Tool to Assess Evolutionary
Algorithms for Data Mining Problems. Soft Computing – A Fusion of Foundations,
Methodologies and Applications, Vol. 13, 2009, pp. 307–318.

[48] Marin Fernández, J.: SPSS User’s Guide. Universidad de Murcia 2004, pp. 1–85.
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