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#### Abstract

This paper presents the construction of Run Length Limited (RLL) Error Control Codes (ECCs) from four Low Density Parity Check (LDPC) Codes specified by Consultative Committee for Space Data Systems (CCSDS). The obtained RLL-ECCs present a practical alternative to the CCSDS codes with pseudorandomizers. Their advantage is that the maximal runlengths of equal symbols in their codeword sequences are guaranteed, which is not the case if the common approach with pseudo-randomizers is used. The other advantages are that no additional redundancy is introduced into encoded codewords and that the encoding and decoding procedures of the original error control CCSDS codes do not have to be modified in the following cases. In the first case if hard decoding is used and the transmission channel can be modeled as a Binary Symmetric Channel (BSC) or in the second case if soft decoding and coherent Binary Phase Shift Keying (BPSK)


modulation is used and the appropriate transmission channel model is an Additive White Gaussian Noise (AWGN) channel.
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## 1 INTRODUCTION

By introducing redundancy the purpose of ECCs is to protect transmitted or stored information against errors. The introduction of redundancy by line codes (LCs) on the other hand has the purpose to meet constraints or practical requirements of transmission channels or storage medium (therefore they are also named Constrained codes).

The construction methods of the ECCs [1, 2, 3, 4] and LCs [5, 6, 7, 8, 9, 10, 11, 12, 13, 14] is, in most cases, treated in literature separately. This tradition also continues nowadays. Examples of recent advances in constructing ECCs are found in [15, 16, 17, 18, 19, 20], while the up to date progress examples in constructing LCs are found in [21, 22, 23, 24, 25].

However, there is a fundamental problem how to order the Constrained codes and ECC in cascade. The question is which code should be the inner code and which the outer. It stems from the fact that Constrained codes are not suitable for error prone channels. In theory it is supposed that the constrained channels for which they are used are error free. In practice this assumption is not true and therefore ECCs are often used as inner codes. In this case the black box containing them and the real channel could be approximated in some cases as errorless. But the ECCs are not constructed with the goal to fulfill the constraints of the channels. From this point of view it seems that the last encoder and the first decoder connected to the real channel with constraints (the inner code) should be the Constrained code and not the ECC.

Under certain conditions a combined code that has error control capabilities as well as constraints can be obtained, which overcomes this problem. There are many methods how to construct such combined codes. Selected examples are [26], 27, 28, 29, 30, 31, 32, 33, 34. One of the approaches to the construction of such combined codes is based on coset codes of linear ECCs. Because this paper follows this particular direction, in the following section the state of the art of this branch of development is given. The combined codes are named Transcontrol codes in [35].

## 2 STATE OF THE ART OF TRANSCONTROL CODES CONSTRUCTIONS BASED ON COSET CODES

The idea to use a coset code of a linear ECCs is not new. In [36] Lee and Heegard demonstrated that it is possible to limit the run length of zeros by adding a periodic fixed binary sequence to each convolutional code's codeword. The purpose was to improve clock synchronization. Calderbank et al. in [37] used this idea for the same purpose in order to construct codes for the partial response channel with transfer function $\left(1-D^{N}\right) / 2$. Ferreira et al. and Deng and Herro presented in [38, 39] DC-free coset codes with and without error correcting capabilities for fiber-based optical links. The codes were derived by partitioning linear block codes. The encoder and decoder structures remained the same as those of linear block codes with only slight modifications. A special class of DC-free coset codes were derived from BCH codes with specified bounds on minimum distance, disparity, and run length. The running disparity at the end of the actual codeword was used for controlling the selection of the next codeword in encoding and decoding procedures. Some detailed statements made in [38, 39] relating to disparity and runlength have been corrected and/or refined in [40. Poplewell et al. in [41] exploited disparity to control whether the whole following codeword will be inverted or not in order to decrease the DC component in the multilevel transmitted sequence. In this paper an improved procedure exploiting disparity was also proposed which decreases low frequency spectral components in such sequences. In both procedures additional redundancy was introduced into the resulting transmitted sequence. In 42] two techniques for constructing DC-free codes with minimum distance 4 were presented. These constructions resulted in very low complexity implementation and allowed both hard and soft decision decoding to be applied. Construction 1 was based on adapting an algorithm developed for constructing a class of low complexity RLL-ECCs having a maximum runlength constraint of 6 and minimum distance 4. Construction 2 was based on utilizing simple array codes based on two parity check codes and mapping balanced words onto each row of the array (the same mapping was applied to every row) in place of the even parity word. In 35] it was proven that if the generator matrix of a linear binary block code exhibits certain properties then RLL coset codes of the corresponding ECCs could be obtained by the addition of a specific vector denoted as a modifier. The main difference when compared with previous results was that not only zero runs could be limited by this approach but also the runs of ones. A related property useful for construction of RLL-ECCs was identified later in 43], also in the parity check matrix.

Note 1. The Properties described in [35, 43] are closely related to the approaches used in this paper, therefore for convenience of the reader they will be completely repeated in Section 4.

Later different approaches were developed based on these properties and applied to numerous different ECCs [43, 44, 45, 46, 47, 48, 49, 50, 51, 52]. Recently it was
shown that related techniques could also be applied on standardized LDPC codes for 5G mobile networks [53]. Therefore a natural question arises as to whether there are also other standardized LDPC codes for which it could lead to obtaining RLLL ECCs.

In this paper it is shown that at least for the following four CCSDS codes the answer is positive:

- Three LDPC codes specified by CCSDS for the Telecommand (TC) Space Data Link Protocol in [54].
- One LDPC code specified by CCSDS for the Telemetry (TM) Space Data Link Protocol in [55].

However, the known methods presented in [35, 43, 44, 45, 46, 47, 48, 49, 50, 51, [52, 53] could not be applied without modifications to the standard CCSDS codes. Therefore, the purpose of this paper is to present a way how some of the mentioned techniques could be adapted to get RLL-ECCs from these codes.

The obtained RLL-ECCs could be of interest for practical applications in space exploration, and the approaches could be useful also for constructing RLL-ECCs for data storage systems.

The paper is organized as follows. In Section 3 theoretical background together with an overview of relevant CCSDS codes is given. In Section 4 the introduction to the method for obtaining RLL-ECCs and some comments on their advantages are presented. In Section 5 approaches for obtaining RLL-ECCs from four CCSDS codes are described in detail. In Section 6 the experimental results are given in a compact form. In Conclusions, some comments are made about the achieved results in this paper, and which results could be expected if further research is devoted to this area. In appendices the data necessary for constructing RLL-ECCs for particular CCSDS codes are given and also two examples of how the symbols could be ordered in RLL-ECCs obtained from two LDPC codes specified by CCSDS.

## 3 THEORETICAL BACKGROUND

In this section a rudimentary introduction to relevant ECC theory is given for the convenience of a broader readership. Only the families of codes related to the CCSDS codes for which the construction of RLL-ECCs was successful will be mentioned.

## Linear block codes.

A linear block code $C$ is defined as a $k$-dimensional subspace of an $n$-dimensional vector space over finite field $G F(q)$. It is denoted as an $(n, k)$-code. In this paper only binary block codes will be considered.

The subspace is spanned by $k$ linearly independent vectors, which are usually given by rows of the so-called generator matrix $\mathbf{G}$. Each codeword $\mathbf{c}$ from $C$ is
a linear combination of these rows. Therefore the encoding is simply a multiplication of the information vector $\mathbf{i}$ by $\mathbf{G}$ :

$$
\begin{equation*}
\mathrm{c}=\mathrm{i} . \mathrm{G} \tag{1}
\end{equation*}
$$

The Hamming weight of a vector is the number of nonzero coordinates in the vector.
Another matrix by which the code is often given is the parity check matrix $\mathbf{H}$ for which

$$
\begin{equation*}
\mathbf{G} \cdot \mathbf{H}^{T}=\mathbf{0} . \tag{2}
\end{equation*}
$$

From its rows it is possible to deduce which symbols are participating in the corresponding check equations. For each codeword from the corresponding code $C$

$$
\begin{equation*}
\mathbf{c} . \mathbf{H}^{T}=\mathbf{0} . \tag{3}
\end{equation*}
$$

H matrix is also often exploited in hard decoding of received vectors, for example if the so-called syndrome method is used [16]. In cases where the soft decoding is used the bipartite Tanner graph is useful, which in principle contains the same information as the $\mathbf{H}$ matrix [18].

a)

| $c_{10}$ | $c_{7}$ | $c_{2}$ |
| :--- | :--- | :--- |
| $c_{9}$ | $c_{6}$ | $c_{1}$ |
| $c_{8}$ | $c_{5}$ | $c_{0}$ |
| $c_{4}$ | $c_{3}$ |  |
|  |  |  |

b)

Figure 1. Example of binary $(11,6)$ Product code obtained from single parity check codes a) symbols denoted from the point of view of parity check equations involving information and parity symbols, b) symbols denoted from the point of view of the resulting codeword symbols

From the practical point of view $n$ is also interpreted as codeword length and $k$ as the number of information symbols in codeword. In practice the coderate of the code is also very important:

$$
\begin{equation*}
R_{c}=\frac{k}{n} . \tag{4}
\end{equation*}
$$

For example, the binary $(11,6)$ Product code is illustrated in Figure 1. In it a single parity check is applied to each row and each column. It has the following

G matrix

$$
\mathbf{G}=\left[\begin{array}{lllllllllll}
1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0  \tag{5}\\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1
\end{array}\right]
$$

and the following $\mathbf{H}$ matrix.

$$
\mathbf{H}=\left[\begin{array}{lllllllllll}
1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0  \tag{6}\\
0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

Observing Figure 1a the following parity equations are valid:

$$
\begin{align*}
& p_{1}=i_{1}+i_{2}+i_{3},  \tag{7}\\
& p_{2}=i_{4}+i_{5}+i_{6},  \tag{8}\\
& p_{3}=i_{1}+i_{4},  \tag{9}\\
& p_{4}=i_{2}+i_{5},  \tag{10}\\
& p_{5}=i_{3}+i_{6}, \tag{11}
\end{align*}
$$

where $p_{i}$ and $i_{i}$ are parity and information symbols, respectively.
Observing Figure 1b) the following check equations are valid:

$$
\begin{array}{r}
c_{10}+c_{9}+c_{8}+c_{4}=0, \\
c_{7}+c_{6}+c_{5}+c_{3}=0, \\
c_{10}+c_{7}+c_{2}=0, \\
c_{9}+c_{6}+c_{1}=0, \\
c_{8}+c_{5}+c_{0}=0, \tag{16}
\end{array}
$$

where $c_{i}$ are codeword symbols. The codeword is denoted as a vector.

$$
\begin{equation*}
\mathbf{c}=\left(c_{10}, c_{9}, c_{8}, c_{7}, c_{6}, c_{5}, c_{4}, c_{3}, c_{2}, c_{1}, c_{0}\right) \tag{17}
\end{equation*}
$$

The code in this example is a 6 -dimensional subspace of the 11-dimensional vector space over $G F(2)$.
The LDPC codes discovered by Gallagher [56] are linear block codes defined by parity check matrices with a low density of nonzero elements, in binary case
ones. They belong to most practical ECC nowadays, not only because they have excellent error correcting capabilities but also because soft decoding methods are known for them with complexity which is not prohibitive for their application. For example, the belief propagation algorithm is often used for their decoding, which preferably operates with log likelihood ratios (LLR) [18]. Therefore it is not surprising that some of these codes are standardized by CCSDS.

## LDPC codes recommended by CCSDS 131.0-B-4.

The LDPC CCSDS codes for the Telecommand (TC) Space Data Link Protocol specified in [54] are $(n, k)$-codes with the following basic parameters: $(128,64)$, $(256,128),(512,256)$. The codes are specified using the following parity check matrices:

$$
\begin{align*}
& \mathbf{H}_{64 \times 128}= \\
& {\left[\begin{array}{cccccccc}
\mathbf{I}_{M} \oplus \boldsymbol{\Phi}^{7} & \boldsymbol{\Phi}^{2} & \boldsymbol{\Phi}^{14} & \boldsymbol{\Phi}^{6} & \mathbf{0}_{M} & \boldsymbol{\Phi}^{0} & \boldsymbol{\Phi}^{13} & \mathbf{I}_{M} \\
\boldsymbol{\Phi}^{6} & \mathbf{I}_{M} \oplus \boldsymbol{\Phi}^{15} & \boldsymbol{\Phi}^{0} & \boldsymbol{\Phi}^{1} & \mathbf{I}_{M} & \mathbf{0}_{M} & \boldsymbol{\Phi}^{0} & \boldsymbol{\Phi}^{7} \\
\boldsymbol{\Phi}^{4} & \boldsymbol{\Phi}^{1} & \mathbf{I}_{M} \oplus \boldsymbol{\Phi}^{15} & \boldsymbol{\Phi}^{14} & \boldsymbol{\Phi}^{11} & \mathbf{I}_{M} & \mathbf{0}_{M} & \boldsymbol{\Phi}^{3} \\
\boldsymbol{\Phi}^{0} & \boldsymbol{\Phi}^{1} & \boldsymbol{\Phi}^{9} & \mathbf{I}_{M} \oplus \boldsymbol{\Phi}^{13} & \boldsymbol{\Phi}^{14} & \boldsymbol{\Phi}^{1} & \mathbf{I}_{M} & \mathbf{0}_{M}
\end{array}\right],}  \tag{18}\\
& \\
& \mathbf{H}_{128 \times 256}=  \tag{19}\\
& \\
&  \tag{20}\\
& {\left[\begin{array}{ccccccc}
\mathbf{I}_{M} \oplus \boldsymbol{\Phi}^{31} & \boldsymbol{\Phi}^{15} & \boldsymbol{\Phi}^{25} & & & & \\
\boldsymbol{\Phi}^{08} & \mathbf{I}_{M} \oplus \boldsymbol{\Phi}^{30} & \boldsymbol{\Phi}^{29} & \boldsymbol{\Phi}^{24} & \boldsymbol{\Phi}^{20} & \boldsymbol{\Phi}^{12} & \mathbf{I}_{M} \\
\boldsymbol{0}_{M} & \boldsymbol{\Phi}^{1} & \boldsymbol{\Phi}^{20} \\
\boldsymbol{\Phi}^{8} & \boldsymbol{\Phi}^{0} & \mathbf{I}_{M} \oplus \boldsymbol{\Phi}^{28} & \boldsymbol{\Phi}^{1} & \boldsymbol{\Phi}^{29} & \mathbf{I}_{M} & \mathbf{0}_{M} \\
\boldsymbol{\Phi}^{21} \\
\boldsymbol{\Phi}^{18} & \boldsymbol{\Phi}^{30} & \boldsymbol{\Phi}^{0} & \mathbf{I}_{M} \oplus \boldsymbol{\Phi}^{30} & \boldsymbol{\Phi}^{25} & \boldsymbol{\Phi}^{26} & \mathbf{I}_{M} \\
& & & & & & \mathbf{0}_{M}
\end{array}\right],} \\
& \mathbf{H}_{256 \times 512}= \\
& \\
& {\left[\begin{array}{c}
\mathbf{I}_{M} \oplus \boldsymbol{\Phi}^{63}
\end{array}\right.} \\
& \boldsymbol{\Phi}^{30} \\
& \boldsymbol{\Phi}^{56} \\
& \mathbf{I}_{M} \oplus \boldsymbol{\Phi}^{61} \\
& \boldsymbol{\Phi}^{16}
\end{align*}
$$

where $\mathbf{I}_{M}, \mathbf{0}_{M}, \boldsymbol{\Phi}^{\varepsilon}$ are $M \times M$ identity, all zero and $\varepsilon^{\text {th }}$ right circular shifts of the identity matrix respectively and $M=n / 8$. The operator $\oplus$ denotes modulo two additions.

The LDPC codes could be encoded using the generator matrices in systematic form:

$$
\begin{equation*}
\mathbf{G}=\left[\mathbf{I}_{4 M} \vdots \mathbf{W}\right] \tag{21}
\end{equation*}
$$

The submatrix $\mathbf{W}$ could be obtained as follows 54]:

$$
\begin{equation*}
\mathbf{W}=\left[\mathbf{P}^{-1}: \mathbf{Q}\right] \tag{22}
\end{equation*}
$$

where $\mathbf{P}$ and $\mathbf{Q}$ are submatrices composed from the last and first $4 M$ columns of corresponding parity check matrices given by (18), 19), 20), respectively.

## LDPC codes recommended by CCSDS 131.0-B-3.

The LDPC CCSDS code for the Telemetry (TM) Space Data Link Protocol specified in [55] could be obtained from the parity check matrix of the $(8176,7154)$ base code. The resulting LDPC code consists of two macro-rows, of 16 circulants ( $511 \times 511$ submatrices) each:

$$
\mathbf{H}_{1022 \times 8176}=\left[\begin{array}{llll}
\mathbf{A}_{1,1} & \mathbf{A}_{1,2} & \ldots & \mathbf{A}_{1,16}  \tag{23}\\
\mathbf{A}_{2,1} & \mathbf{A}_{2,2} & \ldots & \mathbf{A}_{2,16}
\end{array}\right]
$$

where the circulants are defined via 1's positions in the first row in Table 1.

|  | Positions of 1's in 1 ${ }^{\text {st }}$ Row |  |
| :--- | :--- | :--- |
| Circulants | in Each Circulant | in H ("Absolute") |
| $\mathbf{A}_{1,1}$ | 0,176 | 0,176 |
| $\mathbf{A}_{1,2}$ | 12,239 | 523,750 |
| $\mathbf{A}_{1,3}$ | 0,352 | 1022,1374 |
| $\mathbf{A}_{1,4}$ | 24,431 | 1557,1964 |
| $\mathbf{A}_{1,5}$ | 0,392 | 2044,2436 |
| $\mathbf{A}_{1,6}$ | 151,409 | 2706,2964 |
| $\mathbf{A}_{1,7}$ | 0,351 | 3066,3417 |
| $\mathbf{A}_{1,8}$ | 9,359 | 3586,3936 |
| $\mathbf{A}_{1,9}$ | 0,307 | 4088,4395 |
| $\mathbf{A}_{1,10}$ | 53,329 | 4652,4928 |
| $\mathbf{A}_{1,11}$ | 0,207 | 5110,5317 |
| $\mathbf{A}_{1,12}$ | 18,281 | 5639,5902 |
| $\mathbf{A}_{1,13}$ | 0,399 | 6132,6531 |
| $\mathbf{A}_{1,14}$ | 202,457 | 6845,7100 |
| $\mathbf{A}_{1,15}$ | 0,247 | 7154,7401 |
| $\mathbf{A}_{1,16}$ | 36,261 | 7701,7926 |

Table 1. The position of ones in circulants


Figure 2. Relationship between the original codeword of the LDPC $(8176,7154)$ base code and the shortened 8160 bit long codeword

In actual applications the subcode $(8176,7154)$ of the base code shall be used after shortening, and the extension as illustrated in Figure 2. The payload shall consist of 7136 symbols which are prefixed by 18 zeros in order to get 7154 bits. This message should be encoded via a generator matrix belonging to the ( 8176,7154 ) code. In the encoded codeword the first 18 symbols equal to zeros shall be deleted and two zeros shall be appended to the codeword. After this manipulation, the resulting message will have 8160 bits.

## 4 INTRODUCTION TO THE METHOD FOR OBTAINING RLL-ECCS AND SOME COMMENTS ON ITS ADVANTAGES

The method for obtaining an RLL-ECC from a binary ECC is illustrated in Figure 3 for hard decoding and for transmission via BSC. The payload information is first encoded via the standard ECC into a sequence of codewords. Then the codeword symbols are reordered. In the following step some symbols are inverted by adding modulo two $(\bmod 2)$ by a so-called modifier. The modifier is a binary vector with identical length to the codeword of the underlying ECC.


Figure 3. The principle of how a binary ECC can be modified in order to get RLL properties without additional redundancy and without the need to change its encoding and decoding algorithms in BSC. At the transmitter side the reordering (interleaving) and modifier addition are made. Their influence is eliminated by the addition of modifier and de-reordering (de-interleaving) on the receiving side.

On the receiving side, before the received symbols are input into the decoder,
the modifier adds mod 2 to them in order to eliminate its influence on decoding. Before standard decoding the order of the symbol also is restored. As a consequence, the modifications, namely two additions of modifiers and two reordering of symbols, are not visible from the point of view of the encoder and decoder.

Note 2. Further in this paper only the modifications on the side of transmitter will be described which could be interpreted as construction of RLL ECC codes from CCSDS LDPC codes. However, for the transmission it will be still supposed that the restoring modifications in the receiver will take place in real applications.

The main problem which has to be solved before the method could be applied in practice is to find a modifier and corresponding reordering of the codeword symbols, which will decrease the otherwise infinite run lengths in the codeword sequence of the original ECC.

There are different known approaches how to find a modifier and appropriate reordering connected with it [35, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53] based on the structural properties of the original ECCs.

For the reader's convenience only two from these will be mentioned here which are closely related to the methods used later in this paper. They are also most helpful for understanding the following explanation of how RLL-ECCs could be obtained from ECCs specified by CCSDS.

In [35] the following properties of matrix $\mathbf{G}$ were presented which allows obtaining RLL-ECCs from some ECCs using the modifiers obtained by approaches based on it.

Property 1. If the Hamming weight of all rows of generator matrix $\mathbf{G}$ of a linear binary block code $C$ are even, then all codewords of $C$ have even Hamming weights.

Proof. Let $w\left(\bar{g}_{i}\right)$ and $w\left(\bar{g}_{j}\right)$ be the Hamming weights of two rows $\bar{g}_{i}$ and $\bar{g}_{j}$ and let be $m$ the number of coordinates in which both rows $\bar{g}_{i}$ and $\bar{g}_{j}$ have ones. Further, let us define $\bar{g}_{k}=\bar{g}_{i}+\bar{g}_{j}$. Then: $w\left(\bar{g}_{k}\right)=w\left(\bar{g}_{i}\right)-m+w\left(\bar{g}_{j}\right)-m=w\left(\bar{g}_{i}\right)+w\left(\bar{g}_{j}\right)-2 m$. Since we have assumed $w\left(\bar{g}_{i}\right)$ and $w\left(\bar{g}_{j}\right)$ as even any linear combination of rows of this matrix and, therefore, all codewords will have even weight.

Property 2. If all codewords of a binary linear block code $C$ with an even length $n$ have an even Hamming weight, then the inversion of an odd number of symbols in the all codewords of $C$ creates a new code $C^{\prime}$ in which no codeword has symbols which are all equal to zero or equal to one. ( $C^{\prime}$ is a coset code of $C$ ).

Proof. Suppose that the ECC codeword vector $\bar{c}$ in $C$ is transformed into $\bar{c}^{\prime}$ in $C^{\prime}$ in which all bits are the same. Let $w$ be the even weight of $\bar{c}$. To obtain $\bar{c}^{\prime}$ from $\bar{c}$ either the $w$ 1's or the $n-w$ 0's must be inverted. But since both $w$ and $n$ are even, this transformation would require an even number of inversions.

This property could be sometimes applied also to submatrices of $\mathbf{G}$. In this case it is necessary to find disjoint subsets $G_{1}, G_{2}, \ldots, G_{x}$ of columns from $\mathbf{G}$ and form
the submatrices corresponding to these subsets $\mathbf{G}_{1}, \mathbf{G}_{2}, \ldots, \mathbf{G}_{x}$ each containing an even number of columns from $\mathbf{G}$ such that the corresponding submatrices have all rows with an even Hamming weight and:

$$
\begin{equation*}
G_{1} \cup G_{2} \cup \cdots \cup G_{x} \cup G_{r}=G \tag{24}
\end{equation*}
$$

where $G$ is the set of all columns of $\mathbf{G}$ and $G_{r}$ is the set of all columns not included in any of the submatrices $\mathbf{G}_{1}, \mathbf{G}_{2}, \ldots, \mathbf{G}_{x}$.

For each submatrix $\mathbf{G}_{i} \in\left\{\mathbf{G}_{1}, \mathbf{G}_{2}, \ldots, \mathbf{G}_{x}\right\}$ the Property 2 is fulfilled and therefore by inverting an odd number of corresponding coordinates, or in other words, using a modifier, which has an odd number of ones in the coordinates covering $\mathbf{G}_{i}$ we can eliminate all zeros or all ones in the resulting codeword in positions corresponding to $G_{i}$.

Later, in [43] a related property was also observed in parity check matrix $\mathbf{H}$ of linear block codes, which could be useful for obtaining RLL-ECCs from some ECCs using modifiers obtained by approaches based on it.

Property 3. If the check equation of a linear binary block code $C$ contains a set $E$ with an even number of symbols, then inverting an odd number of symbols from $E$ in all the codewords of $C$ creates a new code $C^{\prime}$ in which no codeword has symbols which are all equal to zero or all equal to one in $E .\left(C^{\prime}\right.$ is a coset code of $\left.C\right)$.

Proof. The proof is similar to the proof of Property 2. Suppose that the codeword $\bar{c}$ from $C$ is transformed by inverting some symbols from $E$ (which we will denote $\bar{c}_{E}$ ) to a codeword $\bar{c}^{\prime}$ from $C^{\prime}$ in such a way that all symbols corresponding to $E$ in $\bar{c}_{E}{ }^{\prime}$ are the same. Let $w$ be the even weight and $n_{E}$ be the even length of $\bar{c}_{E}$ and also of $\bar{c}_{E}{ }^{\prime}$, respectively. To obtain $\bar{c}_{E}$ ' from $\bar{c}_{E}$ either the $w$ 1's or the $\left(n_{E}-w\right)$ 0's must be inverted. But since both $w$ and $n_{E}$ are even, this transformation would require an even number of inversions. It is obvious that in cases where $w\left(\bar{c}_{E}\right)=0$ the inversion of an uneven number of bits in $\bar{c}_{E}$ will clearly cause not all symbols in $\bar{c}_{E}{ }^{\prime}$ to be the same.

If multiple disjoint sets in a generator or parity check matrix fulfill one of the mentioned properties, then it is possible to invert the odd number symbols corresponding to each such subset and minimize the lengths of intervals of other symbols filling gaps between them. Please see Figure 4.

In Figure 4 there are three subsets of codeword symbols concatenated in three continuous intervals. The first interval from the left with length $L_{1}$ symbols and the last interval with length $L_{3}$ symbols correspond to sets in which the inversion of an odd number of symbols leads to not all symbols in each of these intervals being the same. The interval in the middle corresponds to any other symbols which are not members of any subsets allowing inversion of an odd number of symbols. Let the length of this interval between these subsests be $L_{2}$ symbols long. After application of the inversions the resulting codeword in the corresponding interval with overall length $L=L_{1}+L_{2}+L_{3}$ will have RLL properties and the worst case runlength or


Figure 4. Illustration supporting explanation of how the upper bound (worst case) run length $R L_{M A X}$ of equal symbols can be determined if two sets of symbols fulfilling Property 22 or Property 3 with one set of other symbols are concatenated in an alternating manner. Shadowed rectangles represent symbols fulfilling one of the properties, rectangles with no fill represent the other symbols.
the upper bound on it will be

$$
\begin{equation*}
R L_{M A X}=L_{1}-1+L_{2}+L_{3}-1 \tag{25}
\end{equation*}
$$

The strategy of how to exploit the described properties from a high-level point of view, for example for matrix $\mathbf{H}$ is as follows. In the first step it is necessary to find as many disjoint subsets of symbols in different control equations as possible. As a rule, a brute force computerized search is necessary for this step, because the number of subsets could be very large. In the second step a redistribution of column positions in parity check matrix $\mathbf{H}$ is used with the goal to minimize the run lengths taking into account 25).

In the next example it is shown how the mentioned properties could be applied to the $(11,6)$ Product code from Section 2 .

The G matrix (5), could be reordered so that we get the following matrix:

$$
\mathbf{G}^{\prime}=\left[\begin{array}{llll|lllll|ll}
1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0  \tag{26}\\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1
\end{array}\right]
$$

(26) can be reordered further to (27). In (27) it is more clearly visible that the submatrix containing the first four columns from the left and the submatrix containing the next four columns respectively are both fulfilling Property 2 . In order to minimize the run length after addition of the modifier, the following resulting form of the reordered $\mathbf{G}$ matrix could be used.

$$
\mathbf{G}^{\prime \prime}=\left[\begin{array}{llll|l|llll|ll}
1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0  \tag{27}\\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1
\end{array}\right]
$$

Observing (27) and taking into account Property 2 it is obvious that it is possible to invert an uneven number of codeword symbols in positions corresponding to the subset of the first four columns from the left. As a result, not all symbols in the first four positions of the codeword will be the same. The same is also valid for the set of symbols starting in the $6^{\text {th }}$ position from the left and ending in the $9^{\text {th }}$ position if an uneven number of ones is in the modifier in these positions. For example the modifier could have the following form

$$
\begin{equation*}
\mathbf{m}=[\mathbf{1}, \mathbf{0}, \mathbf{0}, \mathbf{0}, 0, \mathbf{1}, \mathbf{0}, \mathbf{0}, \mathbf{0}, 0,0] . \tag{28}
\end{equation*}
$$

In modifier (28) the intervals of bold symbols correspond to the subsets which fulfill Property 2

The sequence of codewords from the code used in this example will, after mod 2 addition of the modifier, contain runs no longer than 8 (please consult Figure 4 , which illustrates the following explanation). This is because the gap between the locations of the two sets in which an uneven number of inversions could be applied has maximal length 2. Therefore, in two consecutive codewords there is an interval containing 10 symbols. In it the first four and the last four symbols are not identical. Therefore, in the worst case the first symbol is different from the next 3 symbols and the last symbol from the 10 is different from the previous 3 symbols. If the two triples and the gap contain identical symbols then it is obvious that the run length cannot be longer than 8 .

Similar results could be obtained by exploiting Property 3. For example, in the first row from the top of the $\mathbf{H}$ matrix (6) there are four ones and also in the second row from the top there are four ones in different positions. Therefore, after reordering we can bring the $\mathbf{H}$ matrix to the following form

$$
\mathbf{H}^{\prime}=\left[\begin{array}{lllllllllll}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{29}\\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

Thus, one of the possible modifiers to limit the maximal run length to 8 could be the following

$$
\begin{equation*}
\mathbf{m}=[\mathbf{1}, \mathbf{0}, \mathbf{0}, \mathbf{0}, 0,0, \mathbf{0}, \mathbf{1}, \mathbf{1}, \mathbf{1}, 0] . \tag{30}
\end{equation*}
$$

In modifier (30) the intervals of bold symbols correspond to the subsets which fulfill Property 3.

The method illustrated in Figure 3 has the following advantages:

- The problem with ordering ECC and Translation codes mentioned in Section 1 of this manuscript is overcome;
- No additional redundancy is introduced;
- Practical implementation has low complexity;
- The encoding and decoding of the original ECC does not have to be modified in cases where some round conditions are valid;
- The $R L_{M A X}$ is guaranteed, which is not the case if scramblers are used.

The first three advantages are obvious. The last two deserve some more detailed explanation. Especially in connection with the fourth one an important question arises if and under which round conditions the $4^{\text {th }}$ advantage will remain valid if soft decoding is also used. Some answers were given recently in [57]. A short extract from [57] will be presented in the next text.

The argument why the $4^{\text {th }}$ advantage is supported by the method when hard decoding is used is straightforward. It is obvious that in such cases the two mod 2 additions from the point of view of the encoder and decoder are transparent (not visible) if they are made in a synchronous manner.
"Synchronous" - for linear block codes means that block synchronization is present between the transmitter and receiver so that the mod 2 additions could be made for the same symbols in the transmitted and received blocks corresponding to codewords. The transparency of the additions is illustrated in Figure 5


Figure 5. Illustration which shows why the encoding and hard decision decoding does not have to be modified if the modifiers are used. It is evident that the two modulo 2 additions of modifiers and BSC could be included in one box, which is essentially the same BSC because the two modulo 2 additions will cancel if applied in synchronization.

If soft decoding is used the $4^{\text {th }}$ advantage is also valid if coherent BPSK modulation is used and the channel can be modeled as an AWGN channel. However, in this case the mod 2 addition on the receiving side has to be substituted by negation of the $L(z / s)$ values corresponding to symbols inverted on the transmitting side by ones of the modifier. A detailed explanation can be found in [57]. Here we only illustrate how the method is used in Figure 6 if soft decoding is applied for the ECC.

It has to be mentioned that the round conditions, namely exploitation of coherent BPSK modulation and modelling of the transmission channel as an AWGN channel, are favorable for many standardized CCSDS systems. In most standardized CCSDS systems coherent BPSK modulation is used and the AWGN channel model is appropriate for deep space communications [58].


Figure 6. a) Illustration of how our method could be applied if soft decoding and coherent BPSK modulation are used in the AWGN channel. b) Shows that the addition of the modifier and multiplication of inverter cancel its influence and the encoder and decoder do not see these operations. Consequently, the encoding and decoding of the original ECC does not have to be modified. A detailed explanation of why the inversion of LLR is applied can be found in [57]. The $L(z / s)$ denotes the specific LLR obtained from the channel.

Concerning the $5^{\text {th }}$ advantage it is worth mentioning that in [54] the following note is present.

Note 3. LDPC coding, by itself, cannot guarantee sufficient bit transitions to keep receiver symbol synchronizers in lock. In order to have more bit transitions standard Pseudo-Randomizers (Scramblers) are used.

In general, the disadvantage of scramblers is that, as a rule, they cannot guarantee any RLL properties. They only increase the number of changes in a signal with high probability. By contrast the methods described in this paper guarantee the RLL properties of the constructed codes.

## 5 APPROACHES FOR OBTAINING RLL-ECCS FROM FOUR CCSDS CODES

In this section it will be explained how the method illustrated in Figure 3 can be applied to some CCSDS codes in order to construct RLL-ECCs. For simplicity the explanation will be done with the assumption that hard decoding is used and the transmission channel can be modelled as a BSC. However, the obtained RLLECCs could also be used if soft decoding is implemented in the decoder and the transmission is over the AWGN channel with coherent BPSK modulation. The only necessary change in this case is to use an inversion of $L(z / s)$ as illustrated in Figure 6 a) instead of a mod 2 addition. Again it has to be emphasized that only the modifications on the side of transmitter will be described which could be
interpreted as construction of RLL ECC codes from CCSDS LDPC codes. However, for the transmission it will be still supposed that the restoring modifications in the receiver will take place in real applications.

## Approach for obtaining RLL-ECC from LDPC codes recommended by CCSDS 131.0-B-2.

In this subsection an approach is described how the RLL-ECCs could be obtained from standard LDPC codes specified in [54] by CCSDS and defined by the parity check matrices given in (18), (19), 20). The possibility to use the approach is based on the hypothesis that Property 3 can be exploited. In other words it is necessary to find as many disjoint rows with even Hamming weight in each of the parity check matrices as possible in order to minimize the RLL of the corresponding codes.
Because the matrix $\mathbf{H}_{64 \times 128}(18)$ is the simplest and has similar properties to the other two defined by (19) and (20), it will be used in the following explanation. Observing (18) one can see that there are 4 submatrices $16 \times 128$ each composed of 8 submatrices $16 \times 16$ which we will denote as macro-rows. The scatter chart of the first macro-row from the top in (18) is illustrated in Figure 7.


Figure 7. Scatter chart of the first macro-row from the top in the $\mathbf{H}_{64 \times 128}$ matrix
In this macro-row all the submatrices except the $1^{\text {st }}$ and $5^{\text {th }}$ from left have only one 1 in each row and each column because they are identity matrices or right shifts of the identity matrix. Therefore in this subset of six submatrices each row has a Hamming weight 6 . The fifth submatrix has all elements 0 . On the other hand the $1^{\text {st }}$ submatrix has two ones in each row. Consequently each row of it can contribute to the overall Hamming weight 8 of the analyzed macro-row with Hamming weight 2. However, we cannot select all its rows in order to exploit Property 3 because the corresponding sets in these rows will not be all disjoint. (In other words there would be two ones in each column of the $1^{\text {st }}$ submatrix.) To overcome this difficulty it is possible to choose only the rows with indexes 0 , 2, 4, 6, 8, 10, 12, 14. The result is illustrated in Figure 8. The corresponding set of rows will be denoted as $P_{64 \times 128}$.

Note 4. The mathematical reason why there are no two ones in any column corresponding to positions of ones in rows with indexes from $P_{64 \times 128}$ is the following. The sequence of column indexes $0,2,4, \ldots, 14$, corresponding to


Figure 8. First submatrix from left in first macro-row from top in $\mathbf{H}_{64 \times 128}$ matrix with highlighted ones in the 8 selected rows with indexes $0,2,4, \ldots, 14$. It is obvious that the Hamming weight of each of these selected rows is 2 and that each column corresponding to the selected rows has Hamming weight 1.
every second one from a circulant starting in the first row in position 0 (shadow squares in Figure 8) contains only even numbers. On the other hand the sequence $7,9, \ldots, 13,19 \bmod (16), 19 \bmod (16), 21 \bmod (16)$ corresponding to every second one in the circulant starting in the first row in position 7 (black squares in Figure 8) contains only odd numbers. Therefore, there is no overlap in these two sets of column indexes.

The corresponding set of rows will be denoted as $P_{64 \times 128}$. This selection of rows will contribute with Hamming weight 2 to the overall Hamming weight 8 in each selected row in the $1^{\text {st }}$ macro-row of $\mathbf{H}_{64 \times 128}$.
The number of the selected rows in $P_{64 \times 128}$ (in which the Property 3 can be exploited) is 8 . The found column indexes in which there are ones in the rows with indexes from $P_{64 \times 128}$ in $1^{\text {st }}$ macro-row are listed in Appendix I 8.1), where the indexes from the remaining symbols are also presented. (The number of the remaining columns in the $1^{\text {st }}$ macro-row of $\mathbf{H}_{64 \times 128}$ is $128-(8 \times 8)=$ 64).

It is possible to reorder the columns in the transmitter in such a way that there will be 8 symbols participating in each check equation corresponding to the rows, in continuous intervals with length 8 interleaved with continuous intervals with the other symbols with length 8 as illustrated in Figure 9.
Taking into account (25) and observing Figure 6 it is obvious that after using an appropriate modifier, (such as will invert an uneven number of columns in each interval of codeword symbols corresponding to the bold intervals in Figure 9), the maximal RLL of the resulting coset code will be equal to 22 .


Figure 9. The scatter chart of the first macro-row from $\mathbf{H}_{64 \times 128}$ after the reordering of columns in $\mathbf{H}_{64 \times 128}$ : bold lines are interval of 8 ones in which Property 3 could be exploited and shadow lines are intervals corresponding to the remaining columns

Note 5. After transmission of each codeword from the RLL ECC (coset code of the original ECC) obtained in this way the influence of the modifier addition and column reordering will be eliminated in the receiver so that the standard decoding of LDPC codes could be used in case the underlying channel could be modeled as a BSC or an AWGN with coherent BPSK modulation. Please see Section 4 or [57] for more details.

Similar analysis was performed for the $\mathbf{H}_{128 \times 256}$ parity check matrix defined by (20). The first submatrix of the first macro-row of it is illustrated in Figure 10. With the highlighted ones in the set $P_{128 \times 256}^{(3)}=\{0,2, \ldots, 30\}$.
The mathematical reasoning in Note 4 is valid again for $P_{128 \times 256}$ with slight modification, namely that instead of modulo 16 counting modulo 32 counting is used for the sequences of every second column index for circulant starting in the first row in 0 (even) and 31 (odd) positions respectively.
Property 3 could be exploited in intervals of ones in rows corresponding to all indexes in $P_{128 \times 256}$ in the first macro-row of $\mathbf{H}_{128 \times 256}$. There will be 16 such rows with Hamming weight 8 each, therefore the number of remaining positions in which the Property 3 cannot be used will be $256-(16 \times 8)=128$. Consequently, a similar approach as before used for $\mathbf{H}_{64 \times 128}$ will also lead to a coset code with $R L L_{M A X}=22$ in this case. It is because the 16 intervals with positions in which Property 3 can be exploited each containing 8 symbols will be interspersed with 16 intervals each containing 8 symbols in which it cannot be exploited after the appropriate reordering of columns similar to that illustrated in Figure 9. These sets are listed in Appendix II (8.2) (in this appendix the numbers correspond to columns in the $\mathbf{H}_{64 \times 128}$ matrix in order from left to right starting with 0 as a column index of the first column on the left).
Similar analysis was performed for the $\mathbf{H}_{256 \times 512}$ parity check matrix defined by (21). The first submatrix of the first macro-row of it is illustrated in Figure 10. With the highlighted ones in the set $P_{256 \times 512}=\{0,2, \ldots, 62\}$.


Figure 10. First submatrix from left in $1^{\text {st }}$ macro-row scatter chart of $\mathbf{H}_{128 \times 256}$ matrix


Figure 11. First submatrix from left in $1^{\text {st }}$ macro-row scatter chart of $\mathbf{H}_{256 \times 512}$ matrix

The mathematical reasoning in Note 2 is valid again for $P_{256 \times 512}$ with slight modification, namely that instead of modulo 16 counting modulo 64 counting is used for the sequences of every second index for circulants starting in the first row in 0 (even) and 63 (odd) positions respectively.
After reordering, the first macro-row in matrix $\mathbf{H}_{256 \times 512}$ will contain 32 intervals with 8 symbols each in which Property 3 can be used interspersed with 32 intervals with 8 symbols each in which Property 3 cannot be exploited. These sets are listed in Appendix III (8.3). (In the appendix the numbers correspond to columns in the $\mathbf{H}_{256 \times 512}$ matrix in order from left to right starting with 0 as a column index of the first column on the left.)
Therefore, the number of remaining positions in which Property 3 cannot be used will be $512-(32 \times 8)=256$. Consequently a similar approach as used before for $\mathbf{H}_{256 \times 512}$ will also lead to a coset code with $R L L_{M A X}=22$ in this case.

Note 6. The obtained results allow us to choose one of many possible reordering's of symbols in a codeword which will minimize the run lengths of equal symbols for each of the analyzed parity check matrices.

In Appendix IV (8.4) there is one example for the $\mathbf{H}_{128 \times 256}$ matrix in which the ordering of codeword symbols is given. In this sequence the numbers correspond to columns in the $\mathbf{H}_{128 \times 256}$ matrix in order from left to right starting with 0 as a column index of the first column on the left. Each continuous interval with bold numbers represents one set of symbols in which the inversion of an odd number of symbols can take place. In other words this corresponds to indexes of columns in which there are ones in the particular control equation in the parity check matrix (19). Observing the sequence and taking into account (25) it is obvious that after applying the odd number of inversions in each set represented by bold numbers in the sequence the maximal run-length of equal symbols will be $R L_{M A X}=22$.

## Approach for obtaining RLL-ECC from LDPC codes recommended by CCSDS 131.0-B-3.

In this section it will be presented how the RLL-ECC coset code can be obtained from the $(8166,7156)$ LDPC code recommended by CCSDS in 55. The construction of the original LDPC code starts with the $\mathbf{H}$ matrix (23). The analyses of the macro-rows in it revealed that it is not possible to use the same approach as it was used in the previous subsection for selection of rows in which the requirements, allowing exploiting Property 3 for inverting an uneven number of symbols in the corresponding subsets of symbols, are fulfilled. More specifically, it is not possible to select all rows with even indexes. It is because the submatrices in the macro-rows are $511 \times 511$ and its circulants start in the first row in pairs of indexes where each component can be even or uneven. In other words the mathematical reasons in Note 4 cannot
be applied. Please see Table 1. Therefore another approach has to be used for selection of the rows, which will exhibit the properties required in Property 3 .
After visually analyzing the first macro-row of $511 \times 511$ submatrices in the H matrix (23)

$$
\mathbf{R}_{511 \times 8176}=\left[\begin{array}{llll}
\mathbf{A}_{1,1} & \mathbf{A}_{1,2} & \ldots & \mathbf{A}_{1,16} \tag{31}
\end{array}\right],
$$

its scatter chart is sketched in Figure 12, the following observations could be made.


Figure 12. Scatter chart of the first macro-row of $\mathbf{R}_{511 \times 8176}$ from (23)

Because each circulant in $\mathbf{R}_{511 \times 8176}$ contains two ones in each row it is evident that each row in it contains 32 ones. Observing only one $511 \times 511$ circulant, $\mathbf{A}_{i, j}$ it is possible to concentrate on finding the maximal possible number of rows containing two ones in disjoint columns (each corresponding column will contain only one 1). In other words it is desirable to find a submatrix formed by a maximal number of rows selected from $\mathbf{A}_{i, j}$ in such way that the column Hamming weight will be only 1 (this is a consequence of the requirement of Property 3 that each such set of corresponding symbols have to be disjoint from others and each has even Hamming weight).
Further it can be argued that in submatrices in which the main diagonal contains ones, for example in $\mathbf{A}_{1,1}$, one simple approach is to start the selection of rows from the first row from the top and stop just before the requirement that the column Hamming weight must be equal to one for the resulting submatrix is broken. The number of rows which is possible to obtain in this way is dependent on the difference between the integers in Table 1 modulo 511 .

Note 7. One can imagine that the scatter chart of each circulant is drawn on graph paper, which is then folded to form a cylinder. The smaller distance between ones in the first line will determine how many rows with the desired properties could be selected without violating the rule that in each column must be only one 1 .

However, starting the selection from the first row would also give sets, which will contain the first 18 bits (column indexes) which are not transmitted. Please see Figure 2. This would result in no guarantee that the not transmitted symbol is the only one which is different from all others in its set. Consequently, it will not be possible to use 18 sets with these 18 symbols. Therefore it is necessary
to search for rows containing sets which fulfill Property 3, starting from rows with indexes higher than 17 in CCDSD notation.
In the other circulants the number of rows which can be obtained in this way is also dependent on the difference between the integers in Table 1 modulo 511. Please see Note 7 . Circulant $\mathbf{A}_{1,4}$ has the smallest difference (distance) between ones in the first row. It is equal to 104. Therefore it contains a submatrix composed from rows of (31) with indexes from a set $S_{L}=\{18,19, \ldots, 121\}$ has all rows with Hamming weight equal to 2 and all columns with Hamming weight equal to one. It is illustrated in Figure 13. The set $S_{L}$ corresponds to the shaded area in this figure.
In all submatrices in the other circulants from the macro-row $\mathbf{R}_{511 \times 8176}$ containing rows with indexes from the set the same conditions hold for each row and each column Hamming weight. As a consequence, the overall Hamming weight in a submatrix with dimension $104 \times 8176$ formed by rows with indexes $S_{L}$ from $\mathbf{R}_{511 \times 8176}$ is 32 . In other words, the conclusion can be made that 104 rows fulfil Property 3 each having hamming weight equal to 32 . They are listed in Appendix V (8.5).
Taking into account how the 8160 -bit long codewords are obtained in the standard [55] (illustrated in Figure 2) we can get one more set which fulfills Property 3. Namely the two zeros bits which are filled in the last two positions of the shortened codeword. They could very simply contribute to improving RLL properties. The modifier can invert one of these symbols and the two transmitted symbols will not be the same. Based on this selection of 105 sets which fulfill Property 3, it is possible to use any reordering which will bring the symbols in these sets together (in 32 consecutive positions) with 46-bit long gaps between them. In the gaps the other symbols not contained in the sets can be positioned. This follows from the following simple calculations. The 105 sets of symbols which fulfill Property 3 will consume $104 \times 32+2=3330$ symbols. There are $8160-3330=4830$ other symbols. These can be divided into 105 sets each containing 46 symbols. This allows concatenating the sets which fulfill Property 3 with the others in an alternating pattern. Consequently, in the worst case the maximal length of run of equal symbols $R L_{M A X}=108$ (please see (23)). The resulting order of the indexes from the base code in the transmitted codeword after reordering could be, for example, as given in the Appendix VI 8.6. (Index there are in base code CCSDS.)

## 6 EXPERIMENTAL RESULTS

In this section we will, in compact form, present the experimental results obtained by our approaches together with an overview of the appendices which could be helpful for someone interested in implementing the system with the obtained RLL-CCSDS codes in practice.


Figure 13. Scatter chart of the $4^{\text {th }}$ macro-row of $\mathbf{R}_{511 \times 8176}$ from (23)

For the LDPC codes for the TC Space Data Link Protocol specified by CCSDS in [54] with parameters: $(128,64),(256,128),(512,128)$ the results are presented in Table 1 in the first 3 rows. For the $(8176,7154)$ LDPC code [55] the result is presented in fourth row in Table 2 .

| CCSDS LDPC <br> Code $(n, k)$ | Ref. | $R L_{M A X}$ | Data Needed for RLL-ECC <br> and Modifier Construction |
| :--- | ---: | ---: | :--- |
| $(128,64)$ | $[54]$ | 22 | Appendix I (8.1) |
| $(256,128)$ | $[54]$ | 22 | Appendix II (8.2), IV (8.4) |
| $(512,256)$ | $[54]$ | 22 | Appendix III (8.3) |
| $(8176,7154)$ | $[55]$ | 108 | Appendix V (8.5), VI 8.6 |

Table 2. Obtained results for the selected LDPC codes specified by CCSDS
In Table 2 the information is also present as to which Appendix provides the data needed for examples of possible constructions of the particular RLL-ECC codes and corresponding modifiers.

## 7 CONCLUSIONS

In this paper it was shown that RLL-ECC codes could be obtained from four selected LDPC codes specified by CCSDS using the method with modifiers depicted in Figure 3. The main advantages of these codes are that the run lengths of equal
symbols are restricted to corresponding values with the guarantee that no additional redundancy has to be introduced in encoding, and that the encoding and decoding of the original error control codes specified by CCSDS do not have not to be modified.

Further future research can reveal that it is possible that other RLL-ECC codes could be constructed from the standard CCSDS codes by the approach used in this paper.

For example in [59] the author proposed one related approach how to obtain RLL-ECCs from Reed Solomon (RS) using modifiers. However, its application to RS codes specified by CCSDS did not bring a significant decrease of $R L_{M A X}$. It remains for future research to find some other approach for CCSDS RS codes.

It is also possible that future research can bring new results with lower values of $R L_{M A X}$ even for some of the 4 codes presented in this paper. The reason is that, for example, for $\mathbf{H}_{1022 \times 8176}$ it was not possible to make a complete search which would reveal the optimal composition of row indexes subsets fulfilling Property 3 ,

This paper gave a positive answer to the question of whether the approach using modifiers can be used in order to obtain RLL-ECCs from some standard CCSDS codes.
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## 8 APPENDICES

### 8.1 Appendix I

Indexes of subsets in which the modifier can invert an uneven number of symbols in a codeword of the CCSDS LDPC code defined by 18):

$$
\begin{aligned}
& S_{1}=\{0,7,18,46,54,80,109,112\}, \\
& \mathrm{S}_{2}=\{2,9,20,32,56,82,111,114\}, \\
& S_{3}=\{4,11,22,34,58,84,97,116\}, \\
& S_{4}=\{6,13,24,36,60,86,99,118\}, \\
& S_{5}=\{8,15,26,38,62,88,101,120\} \text {, } \\
& S_{6}=\{1,10,28,40,48,90,103,122\}, \\
& \mathrm{S}_{7}=\{3,12,30,42,50,92,105,124\}, \\
& S_{8}=\{5,14,16,44,52,94,107,126\} .
\end{aligned}
$$

The set of the remaining column indexes $\mathbf{H}_{64 \times 128}$ is the following:

$$
\begin{aligned}
S_{R}= & \{17,19,21,23,25,27,29,31,33,35,37,39,41,43,45,47,49,51,53,55,57,59, \\
& 61,63,64,65,66,67,68,69,70,71,72,73,74,75,76,77,78,79,81,83,85,87, \\
& 89,91,93,95,96,98,100,102,104,106,108,110,113,115,117,119,121,123, \\
& 125,127\} .
\end{aligned}
$$

### 8.2 Appendix II

Indexes of subsets in which the modifier can invert an uneven number of symbols in a codeword of the CCSDS LDPC code defined by (19):

$$
\begin{aligned}
& S_{1}=\{0,31,47,89,96,180,205,224\}, \\
& S_{2}=\{1,2,49,91,98,182,207,226\}, \\
& \mathrm{S}_{3}=\{3,4,51,93,100,184,209,228\}, \\
& S_{4}=\{5,6,53,95,102,186,211,230\}, \\
& S_{5}=\{7,8,55,65,104,188,213,232\}, \\
& \mathrm{S}_{6}=\{9,10,57,67,106,190,215,234\}, \\
& S_{7}=\{11,12,59,69,108,160,217,236\}, \\
& S_{8}=\{13,14,61,71,110,162,219,238\}, \\
& S_{9}=\{15,16,63,73,112,164,221,240\}, \\
& \mathbf{S}_{10}=\{\mathbf{1 7}, \mathbf{1 8}, \mathbf{3 3}, \mathbf{7 5}, 114,166,223,242\} \text {, } \\
& S_{11}=\{19,20,35,77,116,168,193,244\} \text {, } \\
& \mathrm{S}_{12}=\{\mathbf{2 1}, \mathbf{2 2}, \mathbf{3 7}, \mathbf{7 9}, \mathbf{1 1 8}, \mathbf{1 7 0}, 195,246\}, \\
& \mathrm{S}_{13}=\{23,24,39,81,120,172,197,248\} \text {, } \\
& S_{14}=\{25,26,41,83,122,174,199,250\} \text {, } \\
& \mathbf{S}_{15}=\{27,28,43,85,124,176,201,252\}, \\
& \mathrm{S}_{16}=\{29,30,45,87,126,178,203,254\} .
\end{aligned}
$$

The set of the remaining column indexes in $\mathbf{H}_{128 \times 256}$ is the following:
$S_{R}=\{32,34,36,38,40,42,44,46,48,50,52,54,56,58,60,62,64,66,68,70,72,74$, $76,78,80,82,84,86,88,90,92,94,97,99,101,103,105,107,109,111,113,115$, $117,119,121,123,125,127,128,129,130,131,132,133,134,135,136,137,138$, $139,140,141,142,143,144,145,146,147,148,149,150,151,152,153,154,155$,
$156,157,158,159,161,163,165,167,169,171,173,175,177,179,181,183,185$, 187, 189, 191, 192, 194, 196, 198, 200, 202, 204, 206, 208, 210, 212, 214, 216, 218, $220,222,225,227,229,231,233,235,237,239,241,243,245,247,249,251,253$, $255\}$.

### 8.3 Appendix III

Indexes of subsets in which the modifier can invert an uneven number of symbols in a codeword of the CCSDS LDPC code defined by 20 :

$$
\begin{aligned}
& S_{1}=\{0,63,94,178,217,363,446,448\} \text {, } \\
& S_{2}=\{1,2,96,180,219,365,384,450\}, \\
& S_{3}=\{3,4,98,182,221,367,386,452\}, \\
& S_{4}=\{5,6,100,184,223,369,388,454\}, \\
& S_{5}=\{7,8,102,186,225,371,390,456\}, \\
& \mathrm{S}_{6}=\{9,10,104,188,227,373,392,458\}, \\
& S_{7}=\{11,12,106,190,229,375,394,460\} \text {, } \\
& S_{8}=\{13,14,108,128,231,377,396,462\}, \\
& S_{9}=\{15,16,110,130,233,379,398,464\}, \\
& \mathrm{S}_{10}=\{17,18,112,132,235,381,400,466\} \text {, } \\
& S_{11}=\{19,20,114,134,237,383,402,468\}, \\
& \mathrm{S}_{12}=\{21,22,116,136,239,321,404,470\} \text {, } \\
& \mathrm{S}_{13}=\{23,24,118,138,241,323,406,472\} \text {, } \\
& \mathrm{S}_{14}=\{\mathbf{2 5}, \mathbf{2 6}, \mathbf{1 2 0}, \mathbf{1 4 0}, 243,325,408,474\} \text {, } \\
& \mathrm{S}_{15}=\{27,28,122,142,245,327,410,476\}, \\
& \mathrm{S}_{16}=\{29,30,124,144,247,329,412,478\}, \\
& S_{17}=\{31,32,126,146,249,331,414,480\} \text {, } \\
& S_{18}=\{33,34,64,148,251,333,416,482\}, \\
& \mathbf{S}_{19}=\{\mathbf{3 5}, \mathbf{3 6}, 66,150,253,335,418,484\}, \\
& S_{20}=\{37,38,68,152,255,337,420,486\}, \\
& \mathrm{S}_{21}=\{39,40,70,154,193,339,422,488\},
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{S}_{22}=\{41,42,72,156,195,341,424,490\}, \\
& \mathrm{S}_{23}=\{43,44,74,158,197,343,426,492\}, \\
& \mathrm{S}_{24}=\{45,46,76,160,199,345,428,494\}, \\
& \mathrm{S}_{25}=\{47,48,78,162,201,347,430,496\}, \\
& \mathrm{S}_{26}=\{49,50,80,164,203,349,432,498\}, \\
& \mathrm{S}_{27}=\{51,52,82,166,205,351,434,500\}, \\
& \mathrm{S}_{28}=\{53,54,84,168,207,353,436,502\}, \\
& \mathrm{S}_{29}=\{55,56,86,170,209,355,438,504\}, \\
& \mathrm{S}_{30}=\{57,58,88,172,211,357,440,506\}, \\
& \mathrm{S}_{31}=\{59,60,90,174,213,359,442,508\}, \\
& \mathrm{S}_{32}=\{61,62,92,176,215,361,444,510\} .
\end{aligned}
$$

The set of the remaining column indexes in $\mathbf{H}_{256 \times 512}$ is the following:

$$
\begin{aligned}
S_{R}= & \{65,67,69,71,73,75,77,79,81,83,85,87,89,91,93,95,97,99,101,103, \\
& 105,107,109,111,113,115,117,119,121,123,125,127,129,131,133,135, \\
& 137,139,141,143,145,147,149,151,153,155,157,159,161,163,165,167, \\
& 169,171,173,175,177,179,181,183,185,187,189,191,192,194,196,198, \\
& 200,202,204,206,208,210,212,214,216,218,220,222,224,226,228,230, \\
& 232,234,236,238,240,242,244,246,248,250,252,254,256,257,258,259, \\
& 260,261,262,263,264,265,266,267,268,269,270,271,272,273,274,275, \\
& 276,277,278,279,280,281,282,283,284,285,286,287,288,289,290,291, \\
& 292,293,294,295,296,297,298,299,300,301,302,303,304,305,306,307, \\
& 308,309,310,311,312,313,314,315,316,317,318,319,320,322,324,326, \\
& 328,330,332,334,336,338,340,342,344,346,348,350,352,354,356,358, \\
& 360,362,364,366,368,370,372,374,376,378,380,382,385,387,389,391, \\
& 393,395,397,399,401,403,405,407,409,411,413,415,417,419,421,423, \\
& 425,427,429,431,433,435,437,439,441,443,445,447,449,451,453,455, \\
& 457,459,461,463,465,467,469,471,473,475,477,479,481,483,485,487, \\
& 489,491,493,495,497,499,501,503,505,507,509,511\} .
\end{aligned}
$$

### 8.4 Appendix IV

Example for possible order of symbols in the RLL ECC obtained from the CCSDS LDPC code defined by matrix (19):
$\mathbf{0}, \mathbf{3 1}, \mathbf{4 7}, \mathbf{8 9}, \mathbf{9 6}, \mathbf{1 8 0}, \mathbf{2 0 5}, \mathbf{2 2 4}, 32,34,36,38,40,42,44,46, \mathbf{1}, \mathbf{2}, \mathbf{4 9}, \mathbf{9 1}, \mathbf{9 8}$,
$\mathbf{1 8 2}, \mathbf{2 0 7}, \mathbf{2 2 6}, 48,50,52,54,56,58,60,62, \mathbf{3}, \mathbf{4}, \mathbf{5 1}, \mathbf{9 3}, \mathbf{1 0 0}, \mathbf{1 8 4}, \mathbf{2 0 9}, \mathbf{2 2 8}$,
$64,66,68,70,72,74,76, \mathbf{7 8}, \mathbf{5}, \mathbf{6}, \mathbf{5 3}, \mathbf{9 5}, \mathbf{1 0 2}, \mathbf{1 8 6}, \mathbf{2 1 1}, \mathbf{2 3 0}, 80,82,84,86,88$,
$90,92,94, \mathbf{7}, \mathbf{8}, \mathbf{5 5}, \mathbf{6 5}, \mathbf{1 0 4}, \mathbf{1 8 8}, \mathbf{2 1 3}, \mathbf{2 3 2}, 97,99,101,103,105,107,109,111$,
$\mathbf{9}, \mathbf{1 0}, \mathbf{5 7}, \mathbf{6 7}, \mathbf{1 0 6}, \mathbf{1 9 0}, \mathbf{2 1 5}, \mathbf{2 3 4}, 113,115,117,119,121,123,125,127, \mathbf{1 1}$,
$\mathbf{1 2}, \mathbf{5 9}, \mathbf{6 9}, \mathbf{1 0 8}, \mathbf{1 6 0}, \mathbf{2 1 7}, \mathbf{2 3 6}, 128,129,130,131,132,133,134,135, \mathbf{1 3}, \mathbf{1 4}$,
$\mathbf{6 1}, \mathbf{7 1}, \mathbf{1 1 0}, \mathbf{1 6 2}, \mathbf{2 1 9}, \mathbf{2 3 8}, 136,137,138,139,140,141,142,143, \mathbf{1 5}, \mathbf{1 6}, \mathbf{6 3}$,
$\mathbf{7 3}, \mathbf{1 1 2}, \mathbf{1 6 4}, \mathbf{2 2 1}, \mathbf{2 4 0}, 144,145,146,147,148,149,150,151, \mathbf{1 7}, \mathbf{1 8}, \mathbf{3 3}, \mathbf{7 5}$,
$\mathbf{1 1 4}, \mathbf{1 6 6}, \mathbf{2 2 3}, \mathbf{2 4 2}, 152,153,154,155,156,157,158,159, \mathbf{1 9}, \mathbf{2 0}, \mathbf{3 5}, \mathbf{7 7}, \mathbf{1 1 6}$,
$\mathbf{1 6 8}, \mathbf{1 9 3}, \mathbf{2 4 4}, 161,163,165,167,169,171,173,175, \mathbf{2 1}, \mathbf{2 2}, \mathbf{3 7}, \mathbf{7 9}, \mathbf{1 1 8}, \mathbf{1 7 0}$,
$\mathbf{1 9 5}, \mathbf{2 4 6}, 177,179,181,183,185,187,189,191, \mathbf{2 3}, \mathbf{2 4}, \mathbf{3 9}, \mathbf{8 1}, \mathbf{1 2 0}, \mathbf{1 7 2}, \mathbf{1 9 7}$,
$\mathbf{2 4 8}, 192,194,196,198,200,202,204,206, \mathbf{2 5}, \mathbf{2 6}, \mathbf{4 1}, \mathbf{8 3}, \mathbf{1 2 2}, \mathbf{1 7 4}, \mathbf{1 9 9}, \mathbf{2 5 0}$,
$208,210,212,214,216,218,220,222, \mathbf{2 7}, \mathbf{2 8}, \mathbf{4 3}, \mathbf{8 5}, \mathbf{1 2 4}, \mathbf{1 7 6}, \mathbf{2 0 1}, \mathbf{2 5 2}, 225$,
$227,229,231,233,235,237,239, \mathbf{2 9}, \mathbf{3 0}, \mathbf{4 5}, \mathbf{8 7}, \mathbf{1 2 6}, \mathbf{1 7 8}, \mathbf{2 0 3}, \mathbf{2 5 4}, 241,243$,
$245,247,249,251,253,255$.

The modifier in the above example could be, for example, the following: $\mathbf{m}=$ $(0,1,3,5,9, \ldots, 29)$. The indexes denote positions of ones in the modifier.

### 8.5 Appendix V

Indexes of subsets in which the modifier can invert an uneven number of symbols in a codeword of the CCSDS LDPC code defined by (23):

$$
\begin{aligned}
& S_{80}=\{80,256,603,830,1102,1454,1533,1637,2124,2516,2786,3044 \\
& 3146,3497,3666,4016,4168,4475,4732,5008,5190,5397,5719 \\
&5982,6212,6611,6669,6925,7234,7481,7781,8006\} \\
& S_{81}=\{81,257,604,831,1103,1455,1534,1638,2125,2517,2787,3045 \\
& 3147,3498,3667,4017,4169,4476,4733,5009,5191,5398,5720 \\
&5983,6213,6612,6670,6926,7235,7482,7782,8007\} \\
& \vdots \\
& S_{183}=\{183,359,706,933,1046,1205,1636,1740,2108,2227,2636,2889 \\
& 3089,3249,3608,3769,4169,4271,4578,4600,4835,5293,5500 \\
&5822,6085,6203,6772,7028,7337,7584,7884,8109\} .
\end{aligned}
$$

The other sets between those explicitly given could be obtained by simply increasing each number in the previous set by 1 . In case that one would like to use indexing
beginning with 0 and starting from left in the final word it is necessary to subtract 18 from all numbers listed in Appendix VI 8.6).

### 8.6 Appendix VI

Example of possible order of symbols in the RLL ECC obtained from the CCSDS LDPC code defined by matrix (23):
$18,19,20,21,22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40$, $41,42,43,44,45,46,47,48,49,50,51,52,53,54,55,56,57,58,59,60,61,62$,

80, 256, 603, 830, 1 102, $1454,1533,1637,2124,2516,2786,3044,3146$, $3497,3666,4016,4168,4271,4475,4732,5008,5190,5397,5719,5982$, 6 212, 6 669, 6 925, 7 234, 7 481, 7 781, 8006 ,
$63,64,65,66,67,68,69,70,71,72,73,74,75,76,77,78,79,184,185,186,187,188$, 189, 190, 191, 192, 193, 194, 195, 196, 197, 198, 199, 200, 201, 202,

81, 257, 643, 831, 1 103, 1455,1 534, 1 638, 2 125, 2 517, 2 787, 3045,3147, $3498,3667,4017,4169,4272,4476,4733,5009,5191,5398,5720,5983$, 6213,6 670, 6 926, 7 235, 7 482, 7 782, 8 007,

203, 204, 205, 206, 207, 208, 209, 210, 211, 212, 213, 214, 215, 216, 217, 218, 219, 220, $221,222,223,224,225,226,227,228,229,230,231,232,233,234,235,200,201,202$, $236,237,238,239,240,241,242,243,244,245,246,247,248$,
$7978,7979,7980,7981,7982,7983,7984,7985,7986,7987,7988,7989,7990,7991$, $7992,7993,7994,7995,7996,7997,7998,7999,8000,8001,8002,8003,8004,8005$, $8110,8111,8112,8113,8114,8115,8116,8117,8118,8119,8120,8121,8122,8123$, $8124,8125,8126,8127$,

183, 359, 706, 933, 1 046, 1 205, 1 534, 1 636, 1740,2 108, $2227,2636,2889$, 3089,3 249, 3 608, 3 769, 4 271, 4 578, 4 600, 4835,5 293, 5 500, 5 822, 6085 , 6 203, 6 315, 6 772, 7 028, 7 337, 7 584, 7 884, 8 109,
$8128,8129,8130,8131,8132,8133,8134,8135,8136,8137,8138,8139,8140,8141$, $8142,8143,8144,8145,8146,8147,8148,8149,8150,8151,8152,8153,8154,8155$, $8156,8157,8158,8159,8160,8161,8162,8163,8164,8165,8166,8167,8168,8169$, $8170,8171,8172,8173$,

8174, 8175

The modifier in the base code indexing could be the following in this example $\mathbf{m}=$ ( $80,81, \ldots, 183,8174$ ). The indexes denote positions of ones in the modifier. In case that one would like to use indexing beginning with 0 and starting from the left in the final word it is necessary to subtract 18 from all numbers listed in Appendix VI (8.6).
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