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Abstract. Neural networks are increasingly used in recognition problems, includ-
ing static and moving images, sounds, etc. Unfortunately, the selection of optimal
neural network architecture for a specific recognition problem is a difficult task,
which often has an experimental nature. In this paper we present the use of evolu-
tionary algorithms to obtain optimal architectures of neural networks used for audio
sample classification. We extend the Pytorch DNN Evolution tool implementing co-
evolutionary algorithms which create groups of neural networks that solve a given
problem with a certain accuracy, with the support for problems in which training
data consists of audio samples. In this paper we use the co-evolutionary approach
to solve a sample sound classification problem. We describe how the sound data
was prepared for processing with the use of the Mel Frequency Cepstral Coeffi-
cients (MFCC). Next we present the results of experiments conducted with the
AudioMnist dataset. The obtained neural network architectures, whose classifica-
tion accuracy is comparable to the classification accuracy attained by the AlexNet
neural network, and their implications are discussed.
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1 INTRODUCTION

Speech is the basic medium of interpersonal communication. However, it is more
and more often used as a communication channel between a human and a ma-
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chine thanks to recent developments in the area of speech recognition. Nowadays,
we observe a very rapid development of many tools based on speech recognition
technology. There are multiple examples of such systems, e.g. virtual assistants
([1]: Google Assistant, Apple Siri, Amazon Alexa, Microsoft Cortana), car control
systems [2], robot control systems [3]. The number of applications and systems
which employ a speech-based interface is constantly growing. Speech recognition
and audio classification are already used in search engines, car navigation and trans-
lators.

Recently, using the neural networks became a very popular approach to creating
audio classification systems. One of the main challenges in this context is the time
consuming process of designing the neural network architecture. It requires a lot of
domain knowledge and a large number of experiments. Incorrect decisions may lead
to suboptimal classification performance and render the newly created systems in-
capable of serving its basic purpose. In order to automate and streamline the model
discovery process an evolutionary algorithm may be used. In this paper we demon-
strate how the Pytorch DNN Evolution framework [4] can be used to accelerate the
process of creating neural network architectures which solve the audio classification
problem. The network architectures are obtained in subsequent iterations of the ge-
netic algorithm, which over time solves the given classification problem. To validate
our approach we present the results of a series of experiments conducted with the
AudioMNIST dataset [5] used as a sample input dataset.

The neural network model is only one of the components required. Audio pre-
processing is another crucial element of building a system which communicates with
human users successfully. However, the sound signal analysis is also applicable to
many other fields, e.g. medicine, bio-acoustics or seismology. In medicine, mainly
in otorhinolaryngology, a spectrogram could be used in a voice examination. It
separates the sound signal into bands with different frequencies. Such a result is
used by a phoniatrist to detect a subtle early changes in the voice. These changes
may be the initial stage in the development of vocal chords nodules [6]. Another
field in which sound signal analysis is used is bio-acoustics – it studies the impact
and role of sound in the lives of animals. In this field, tools are mainly used to
extract individual sound characteristics, which can be used to distinguish between
species of animals or even their specific individuals. An example of the use of sound
recognition techniques in bio-acoustics is a bat echolocation research [7]. Sound
analysis is also often used in seismology. There are methods for extracting features
from sound samples. Systems for the classification of micro-seismic signals are being
developed in order to minimize risks in the mining industry [8]. These systems aim
to early detect events which might cause dangerous vibrations in mines. Since audio
pre-processing can be used in such a variety of contexts, there are numerous available
techniques. This means that audio pre-processing requires careful examination and
adjusting to a specific problem. In the system presented in the current paper, the
audio signal is transformed to the MFCC coefficients [9]. In our research we have
attempted to empirically determine an optimal number of coefficients which need to
be used in the context of the analyzed dataset.
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The paper is structured as follows. In Section 2 we discuss related research
and the background of our work. In Section 3 we describe the modifications to
the Pytorch DNN Evolution framework. In Section 4 we present a description of
the conducted experiments. In Section 5 the results of the experiments are dis-
cussed. Finally, in Section 6 we conclude our research based on the conducted
experiments.

2 RELATED WORK

In this section the background for our research is presented.

2.1 Using Neural Networks in Sound Classification

Neural networks are a very flexible method for approximating very complex func-
tions. This makes them very useful in many domains, including speech recognition.
An example of the use of neural networks in those areas can be the problem of
classifying the sound recordings of numbers in English [10]. The authors presented
a method of sound samples classification based on spectrograms. The architecture
used in the experiment was based on the architecture of AlexNet [11]. The architec-
ture contained five convolutional layers. Two types of experiments were conducted
on the AlexNet network. The first one was a classification of the recordings of digits,
so there were ten possible classes. The second one was classification of the recordings
according to the gender of the person who has been recorded.

The problem of sound classification can also be solved with architectures, which
previously worked well with the problems of image classification [12]. The authors
adapted the existing network architecture VGG19 [13]. The VGG19 architecture
is most often used to classify images. In the case of image classification tasks, it is
common only to retrain the fully connected layers. However, in the case of audio
classification, the authors decided to retrain the last convolutional block along with
the fully connected layers.

The above approach is based on manual adaptation of the network architecture
to a new type of problem. However, this does not guarantee the creation of an
optimal architecture that will solve the classification problem embedded in another
domain. Subsequent changes introduced in such a network architecture and their
subsequent verification are time-consuming. Therefore, we would like to propose an
approach to automating this process with the use of the coevolutionary algorithm
outlined below.

2.2 Convolutional Neural Networks

There are many types of neural networks which are used in the sound recognition
problems. Convolutional Neural Network (CNN) [14] is one of the most widely used
ones. CNN typically consists of four types of layers [15]: convolutional layer, pooling
layer, fully-connected layer (dense layer), and a softmax layer.
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All neurons in the convolution layer take as input a cross-section of the output
from the previous layer. Each neuron multiplies the local input data by the weight
matrix. The weight matrix or the local filter is replicated over the entire input
space to detect a specific type of pattern. All neurons share the same weights to
create a feature map of objects. The entire convolutional layer consists of many
feature maps of objects that have been generated using differently placed filters.
This procedure is used to isolate many types of local patterns that may occur in
any location. For speech recognition, the input space may be a two-dimensional
plane where the dimensions of the data are frequencies and time [16]. Following
the convolution layer typically a pooling layer is used. Such a layer similarly as
the convolutional layer takes input from the local region of the previous convolu-
tional layer to generate a single output from that region. The common operator
of these layers used in CNN is max-pooling. It outputs the maximum value in
each sub-region. This operation reduces the computational complexity and makes
the network resistant to slight changes in the position of local patterns. The next
layer after at least one convolutional and one pooling block is a fully connected
layer, also called dense layer. The main task of this layer is the final classification
of the object. This layer identifies the input object and assigns it to the specific
class.

In literature one can also find other types of neural network types, e.g. recur-
rent [17], LSTM [18] or Transformer [19]. They have various applications, however
in this paper we focus just on those which are relevant to our research.

2.3 Evolving of Deep Neural Network Architectures

The use of Deep Learning provided state-of-the-art results in many domains like
image recognition [11, 13] or machine translation [20, 21]. Unfortunately, it involves
to carefully design the neural network architecture, which is often a very compli-
cated task. It relies heavily on the experience and knowledge of the researcher,
what makes it difficult for beginners to modify or create new models fitting their
particular use-case. A variety of Neural Architecture Search (NAS) algorithms were
developed [22, 23] to tackle this issue. Among the employed methods there are
examples of the Reinforcement Learning [24, 25], gradient optimization [26] or evo-
lutionary algorithms (EA) [27, 28]. In the current research we focus on the last
category, due to the high flexibility of the algorithms from that category.

Evolutionary algorithms share one common weakness: in their basic form they
require large amounts of resources in order to evaluate the architectures they create.
In order to mitigate this problem different strategies are being employed [22]:

• Reducing the search space [29, 27]. In the basic approach, the search space of
architectures has the representation of all necessary components of an architec-
ture (e.g. layers, their sizes, connections between layers etc.). This means that
the algorithm needs to take many smaller steps in order to arrive at the opti-
mal solution. To reduce the number of such steps, less granular concepts are



344 W. Funika, P. Koperek, T. Wiewióra

introduced as search space building blocks, e.g. cells or blocks (which consist of
multiple neural layers themselves).

• Reusing neural architecture [28]. Instead of creating every model from scratch,
the search procedure uses the existing artificially designed architectures as
a starting point, then it and transforms them to improve the performance.

• Incomplete training [30]. The individual architecture evaluation is speeded up
by changing the mechanism which ranks the architectures between each other.
Instead of conducting a lengthy training of a full dataset, e.g. early stopping can
be used to limit the amount of computations required to obtain the result of
a comparison. Another variant of this approach is to share some or all weights
with an already trained model.

The co-evolutionary approach employed in the current paper [31] uses subsets
of the original training dataset to reduce the amount of time required to evaluate
an individual. Low level architecture building blocks (neural network layers) are
used to define the search space. All individual neural network models are created
and trained from scratch. This allows to categorize the method as using incomplete
training technique while not employing neural architecture reuse nor reducing the
search space.

2.4 Coevolution of Neural Networks and Fitness Predictors

Coevolutionary algorithms are a type of evolutionary algorithms in which the train-
ing process involves two or more individuals species. In the coevolution algorithm,
the assessment of the quality of a given individual in a population depends on indi-
viduals from a different population. Coevolutionary algorithms can be divided into
two main types: competitive and cooperative ones. In the competitive approach,
the assessment of an individual is obtained through competing with the individu-
als of the other population. On the other hand, the cooperative algorithms allow
individuals from one population to enhance the fitness of individuals of the second
one. This means they promote cooperation of individuals with each other. During
the training process, this results in rewarding the individuals for solving problems
together and punishing for independence.

The evaluation of the individuals in the context of the evolutionary algorithms
can be one of two types: objective or subjective fitness. The first one is aimed
at defining a function that is used to evaluate the assessment of a given individ-
ual which does not require taking into account other individuals (e.g. an error rate
in classification of images). In the second approach the assessment depends also
on other individuals, including individuals of a different species and thus can be
classified as using subjective fitness. To evaluate neural networks (first species),
training set subsets (second species) are being used. Such an approach can be used
to avoid using the full, very often large, training dataset to evaluate the neural
networks what helps to significantly reduce the time required for such an evalua-
tion.
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An example of implementation of this idea is the Pytorch DNN Evolution [31]
project which attempts to discover an optimal architecture of a neural network used
for the purpose of image classification. It conducts the process of co-evolution of
two populations in which it recombines and mutates individuals to obtain the most
fit individual. The first population consists of neural networks architectures, which
are being trained to classify images. The second one is a population of subsets of
the original training examples dataset, which can be used for quick assessment of
the neural network model. In other words it is a population of so called fitness
predictors. Each population has its own definition of fitness, which is a measure of
quality of an individual and is used to select which individuals are going to survive
to the next iteration of evolution. It is worth nothing that hyperparameters of the
neural network training process are provided as the input to the process and are not
modified by the evolution.

It is important to note that the fitness definition in the context of evolution
of neural networks depends on the problem which is being solved. For a sample
task of predicting the next element in a time-series it might be, e.g., the accuracy of
predictions made by the neural network. In Pytorch DNN Evolution each population
uses its own fitness definition. When trained with the use of dataset S, the neural
network’s n fitness fNN(n, S) can be defined as the accuracy of image recognition
on the given set examples. This can be formalized as Formula (1).

fNN(n, S) = 100 ·
∑|S|

i=1 IsCorrect(Recognize(n, xi),Target(xi)

S
, (1)

where:

• S – the training dataset, it can be e.g. the full dataset or a fitness predictor,

• |S| – is the size of the dataset S,

• xi – ith element of dataset S,

• Recognize(n, xi) – is the class recognized by the neural network under evaluation,

• Target(xi) – is the expected class of the sample as specified in the dataset,

• IsCorrect(x, y) – is a function which can be defined as follows:

IsCorrect(x, y) =

{
1, if x = y,

0, otherwise.
(2)

As the evolution progresses, we expect the fitness to increase, which translates
to an improvement to the recognition accuracy. In the second population of fitness
predictors, the objective of the evolutionary process is to find a subset of the training
dataset which allows to compare the fitness of two neural networks. One way to
achieve such a goal is to identify the samples of the training dataset, which render
similar results to training over the complete dataset. Such samples might have
features which are e.g. very common across the dataset or might be very difficult to
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accurately recognize. The fitness of a fitness predictor p (the fFP (p)) is therefore
also defined with the use of the recognition accuracy, however in this case it is not
maximized (Formula (3)).

fFP (p) = 100 ∗ |fNN(T, p) − fNN(T,FullDataset)|, (3)

where:

• FullDataset – the full training dataset,

• p – fitness predictor under evaluation, subset of FullDataset,

• fNN – the neural network fitness as defined in Formula (1),

• T – the neural network used as a trainer for the fitness predictor population.

The co-evolution algorithm which implements these ideas is expressed more for-
mally in the form of a pseudocode, presented in Listing 39.

The result of the coevolution algorithm is a set of neural network architectures.
In the paper [31] the described algorithm is applied to the image recognition problem
based on the MNIST [32] dataset.

2.5 Sound Representation

Sound can be represented in many ways [33]. Depending on the needs, various
representations of the sound samples allow to emphasize a specific aspect of the
data that is the most interesting in a given context. The most basic method to
represent audio data is the waveform which describes changes in sound amplitude
over time. Such a representation is very easy to interpret by humans. Another
method used to represent audio data is the spectrogram. It shows the distribution
of the amplitude spectrum of the sound signal at a given time. Thus, it informs us
about the distribution of the intensity of the sound components depending on the
frequency of these components. One of the most popular representations is the Mel
Frequency Cepstral Coefficients (MFCC ) [9]. It is based on the mel scale. This
scale determines the subjective perception of the sound level by human due to the
frequency measurement scale measured in hertz (Hz). The units of this scale are
called mels. MFCC is often used to prepare sound data as input for neural networks.
It was used in the preprocessing described in [34]. Each recording has been split
into audio chunks and transformed into the MFCC representation.

3 EVOLUTIONARY SYSTEM MODIFICATIONS

The main functionality of the Pytorch DNN Evolution framework [4] is the au-
tomatic discovery of neural network architectures for solving supervised learning
problems. It has been designed to support only datasets consisting of images, e.g.
the MNIST [32] and CIFAR10 [35] collections, which are examples of the image
classification problems. However, the architecture discovery method implemented
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def Eva luate Ind iv idua l (dnn , fp ) :
phenotype = TranslateGenotypeToDNN(dnn)
dataset sample = ExtractSamplesFromTrainingDataset ( fp )
phenotype . t r a i n ( dataset dample )
return phenotype . e v a l u a t e t e s t d a t a s e t ( )

def Evo lu t i on I t e r a t i on ( parents , t r a i n e r ) :
c h i l d r en = [ ]
p a r e n t s s i z e = len ( parents )
for i in range ( p a r e n t s s i z e ) :

swap ( parents , i , random( p a r e n t s s i z e ) )
for i in range (0 , p a r en t s s i z e , 2 ) :

c r o s s ed ove r = CrossingOver ( parents [ i ] , parents [ i +1])
mutated = [ Mutate ( c r o s s ed ove r [ 0 ] ) , Mutate ( c r o s s ed ove r [ 1 ] ) ]
c h i l d r en . extend (mutated )

for i in len ( ch i l d r en ) :
c h i l d r en [ i ] . f i t n e s s = Eva luate Ind iv idua l ( ch i l d r en [ i ] , t r a i n e r )

new populat ion = TournamentPopulations ( parents , c h i l d r en )
b e s t i n d i v i d u a l = Se l e c tBe s tF i t n e s s I nd i v i dua l ( new populat ion )
return new population , b e s t i n d i v i d u a l

def CoEvolution (N fp , N dnn , N epochs ) :
popu l a t i on fp = Init ia l izeRandomFPPopulat ion ( N fp )
populat ion dnn = Initial izeRandomDNNPopulation (N dnn)

b e s t f p = RandomInt ( N fp )
best dnn = RandomInt (N dnn )

for i in range ( N epochs ) :
for j in range (N dnn ) :

populat ion dnn , best dnn = Evo lu t i on I t e r a t i on (
populat ion dnn , b e s t f p )

best dnn . f i t n e s s = Eva luate Ind iv idua l (
best dnn , Fu l lTra in ingDataset )

popu la t i on fp , b e s t f p = Evo lu t i on I t e r a t i on (
popu la t ion fp , best dnn )

Listing 1. The pseudocode of the co-evolution algorithm implemented by pytorch-dnn-
evolution package

in the discussed framework, presented in Figure 1, is not constrained to that class of
problems. It can be applied to other domains, which can be expressed as supervised
learning problems, i.e. it is possible to create a dataset for which sample network
outputs can be assigned. In the current paper we present an attempt to use the the
Pytorch DNN Evolution for sound recognition domain. In the sections that follow
we demonstrate its effectiveness by applying it to a sample dataset.

The Pytorch DNN Evolution is designed to work in a distributed environment
and consists of two major components: the evolution driver and workers. The first
component is responsible for execution of the evolutionary algorithm. It maintains
two populations: generates the genotype of the individuals constituting the initial
population, crosses-over and mutates them according to set probability parameters,
triggers evaluation of individual’s fitness when necessary. The responsibility of the
worker is to perform evaluation of an individual, what can be translated to the
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following steps: translating the genotype to a trainable neural network, preparing
the input dataset for training, conducting the training and finally measuring and
reporting the fitness value, e.g. by testing the classification accuracy with the use
of a separate test dataset. It is worth noting that to perform all of its tasks, the
evolution driver is not required to translate the individual’s genotype to another
form. Since the genotype is represented as an array of numbers, applying crossing-
over and mutation is a straightforward operation. Thanks to that, the evolution
driver component can be applied to a wide range of problems and does not need
to be changed, e.g., to introduce support for other types of neural network layers
or a new domain. On the contrary, it is just the worker component which needs
to be altered. Such an architecture allows the researcher to focus on the details
of a specific domain and allows to simply reuse the core co-evolutionary algorithm
without changes.

Figure 1. The architecture of the pytorch-dnn-evolution

In our work, to allow the application of the co-evolutionary approach to the
domain of sound classification, we have extended the worker component. The worker
is one of the crucial parts of the evolutionary system, as it conducts the evaluation
of the individual genotypes. The modifications included:

• Interpretation of the individual genotype has been extended with support for
other neural network layer types e.g. a convolutional layer. The network ar-
chitecture is is not limited to creating simple, fully connected layers anymore.
Supporting the new layer types includes also dynamically introducing the addi-
tional components which transform the format of samples between layers.

• Adjusting the training logic. Introducing the support for different layer types
required also changing how the training and evaluation of networks is conducted.

• Introducing support for new types of datasets. This involves extending the pre-
processing procedures to ensure that the data samples are presented to the neural
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network as Mel Frequency Cepstral Coefficients and the datasets can be used to
conduct co-evolution. Operations on audio data such as reading data from a file
and retrieving MFCC were implemented using the torchaudio library [36]. In
order to allow evaluation of the discussed approach, we have chosen to integrate
the AudioMnist dataset [5], which has been already widely used in that research
area [37, 38].

The modified version of the framework is presented in Figure 2.
During the first attempts to train neural networks on a set of audio data, we

found a considerable time overhead was introduced by the pre-processing of sound
data (processing the relevant part of the dataset into MFCCs). This would have
a significant impact on the overall operating time of the genetic algorithm, since
each neural network training process requires pre-processing of data before it can
commence. Therefore, we have implemented the caching of the MFCCs and labels
associated with these data. In this approach, the worker converts the entire audio
data set to MFCCs only once before the first training. Coefficients are stored in the
file with the relevant labels. During the training of the subsequent neural networks,
the worker uses the data saved in this file. This optimization allowed to significantly
reduce the experiment time.

4 DATASET PREPARATION

To conduct our experiments we have used the AudioMnist dataset. This collection
contains 30 000 recordings of reading numbers from 0 to 9 in English. The recordings
were prepared by 60 various speakers. Each recording is additionally enhanced with
metadata about the speaker, such as: accent, age, gender. 48 men and 12 women
participated in the recordings. The dataset could be used as a model benchmark
for various audio data classification tasks. The MNIST or the CIFAR10 datasets
perform a similar function for the classification of images.

The analysis of Mel Cepstral Coefficients was used for the data preprocessing for
neural networks. The MFCC is based on the mel scale that reflects the subjective
perception of sound, which is often used in the audio analysis. Generating MFCCs
requires choosing an appropriate number of coefficients which are taken into account
when analyzing a sound sample. The result of MFCC analysis is a three-dimensional
representation of the recording. The dimensions of this data type are time, the
number of Mel Cepstral Coefficient and its value [9]. Figure 3 presents the results
of such an analysis for 10 sound samples of English words from zero to nine. The
horizontal axis represents time, the left vertical axis – the number of coefficients,
the color denotes the MFCC value.

As depicted in Figure 3, the values of Mel Cepstral Coefficients oscillate closer
and closer to zero as the frequency increases. This means that they are less and less
useful for the neural network training. Unfortunately, at the same time, processing
them requires using a model with more parameters, what leads to an increase in the
training time. To optimize the training time, only a subset including between 12
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Figure 2. The extended architecture of the pytorch-dnn-evolution which includes changes
described in Section 3
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Figure 3. Visualization of the first 18 MFCC mel coefficients of the audio sample of words
from ‘zero’ to ‘nine’. The coefficients that were taken into account for neural network
training were marked with a red rectangle.
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to 18 first MFCC coefficients is taken into account for the purpose of training. The
optimal number of coefficients to be taken into account has been determined empiri-
cally by running the neural network training experiments. In those experiments the
neural network consisted of three convolutional layers. The dataset was divided into
a training set (25 000 samples) and a test set (5 000 samples). The charts in Fig-
ures 4 and 5 present the results: while Figure 4 shows the relationship between the
number of Mel Cepstral Coefficients and the classification accuracy, Figure 5 shows
the relationship between the number of mel cepstral coefficients and the training
time of the neural network.

Figure 4. Classification accuracy for the first 12 to 20 MFCC coefficients

Figure 5. Training time of the neural network for the first 12 to 20 MFCC coefficients
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The conducted experiments show that for the AudioMnist dataset, the optimal
number of MFCC coefficients which should be taken into account is 16. Increasing
the number of the coefficients has a negative effect on the training time of the neural
network. Using more coefficients requires operating larger matrices and therefore
requires performing more computations. We also noticed that the classification
accuracy decreases when using more than 16 coefficients, what indicated that using
more data would not lead to improvements in the context of classification.

5 EXPERIMENTS RESULTS

Two experiments were conducted using the modified Pytorch DNN Evolution frame-
work. In the first one, we tried to estimate the appropriate individual size from the
population of the training datasets. This experiment was aimed at evaluation of the
minimum size of the training dataset for which the coevolution algorithm would still
work correctly. The goal of the second experiment was to validate the correctness
of the coevolutionary process and generate an architecture, which would render re-
sults comparable to one designed manually by a human researcher. The coevolution
was applied to the creation of neural networks which attempted to classify sound
samples.

All the test runs were performed using the same configuration. The only excep-
tion was the size of population of training datasets used in the Experiment 1, which
was required due to the nature of that experiment. In all the runs 100 iterations of
coevolution were performed. The parameters of the genetic algorithm are presented
in Table 1.

Parameter
Population of Neural Population of Training
Network Dataset

Crossover probability 0.75 0.75

Mutation probability 0.1 0.1

Individual size 8 1 000

Population size 8 4

Table 1. Parameters of the genetic algorithm used during the coevolution

In the case of the population of neural networks, the size of the individual
corresponds to the size of the generated networks. However, in the case of the
population of training datasets, the size of the individual is the size of the training
dataset.

5.1 Experiment 1

The first experiment using the Pytorch DNN Evolution tool was conducted to find
the optimal size of the training dataset used during the evolutionary process. Such
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a dataset on the one hand should be as small as possible to allow for fast indi-
vidual evaluation (neural network training) and on the other hand it should con-
tain enough samples which would allow the evolution to make progress. To find
the optimal size, we conducted subsequent subexperiments in which the size of
the set of training data was gradually being reduced. For each training dataset
size we have conducted five runs. For a given dataset size we have recorded the
maximum accuracy achieved by a neural network and the average accuracy of the
best neural networks obtained through evolution but trained on a full training
dataset.

Table 2 presents the accuracy for different sizes of the training dataset.

Size The Maximum Accuracy The Average Accuracy
of the Training of Neural Networks Trained of Neural Networks Trained

Dataset on the Subset on the Full Dataset

5 000 94.70% 97.28%

4 000 93.28% 96.98%

3 000 93% 97.05%

2000 92% 96.66%

1 000 90% 94.14%

800 81% 93.26%

600 79% 92.30%

400 79% 92.18%

200 77% 92.72%

100 67% 90.72%

Table 2. Accuracy of training for AudioMnist subsets of different size

Based on those results, we drawn the following conclusions:

• While reducing the size of the training dataset we were obtaining lower classifi-
cation accuracy in the neural networks population.

• The neural networks trained on several hundred recordings would not achieve
very good accuracy in the classification. It should be noted that despite that,
the effect of coevolution is still noticeable. We could observe a growing trend
in the accuracy of neural network’s classification for only 800 samples. The
progress made by evolution in this case is presented in Figure 6.

• We have observed gains in the accuracy of the neural network when using train-
ing set sizes above 1 000 samples.

• The optimal size of the training dataset is around 3 000 samples. The accuracy
of classification of the whole dataset of networks obtained through co-evolution
did not grow significantly (for 4 000 it dropped to 96.98 %, for 5 000 it grew to
97.28 %) when we increased the size of training dataset further. However, the
training was becoming considerably slower (Figure 7), (about 7 seconds for 4 000
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Figure 6. Accuracy of classification achieved by the population of neural networks. The
size of the subset is 800. Maximum achieved accuracy is 81%.

and about 13 seconds for 5 000) per each network training. We have decided to
use the subset size of 3 000 samples in the experiments that followed.

5.2 Experiment 2

In the second experiment the goal of the coevolution process was to find a neural
network architecture capable of solving the problem of digit classification. The size
of the training subset was set to 3 000 recordings, as per result of Experiment 1.
The graphs given in Figures 8 and 9 show the progress of the coevolution algorithm:

• Figure 8 shows the accuracy of the neural networks in the classification of digit
recordings over successive iterations of the coevolutionary algorithm. The in-
creasingly higher fitness values obtained in the subsequent iterations prove that
the individuals cope better and better with speech recognition. This confirms
that the evolution is able to make progress in the expected direction.

• Figure 9 shows the average accuracy of the neural network trained on individuals
from the population of training datasets (fitness predictors). We can observe
that on the contrary to the neural networks improving their accuracy over the
course of evolution, the average accuracy of the training over the population of
fitness predictors is decreasing. This suggests that in order to approximate the
results of the training with a full dataset, the evolution chooses the samples,
for which the classification accuracy is lowest, in other words they are hard to
classify by the neural networks.
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Figure 7. Training time of the neural networks for different dataset sizes

Over the course of the evolution, the maximum accuracy that was achieved was
equal to 93 %. However, it should be noted that the network model in the Pytorch
DNN Evolution framework was trained only on a certain subset of training data
selected (the fitness predictor). Under those conditions, the classification accuracy
of the neural network model is expected to be lower than in the case of training the
same network model on the entire dataset. Therefore, the neural network model was
trained again, however by using the entire training dataset. This allowed achieving
the classification accuracy of 97.05 %.

This result can be compared, e.g. with the AlexNet model (designed by a human
researcher) used in [10] which is a convolutional neural network as well. That model
has also been trained to classify the AudioMnist with the use of the stochastic
gradient descent and reached 95.82 % ± 1.49 %. In this context the result obtained
by the automatically generated model could be considered satisfactory. Figure 10
presents the neural network architecture generated by Pytorch DNN Evolution. It
consists of four subsequent CNN layers followed by a fully connected layer, which
produces the final result (a vector of probabilities that the input sample belongs to
each of the ten classes). Such a structure resembles AlexNet in which convolutional
layers are also followed by the fully connected ones.

6 CONCLUSIONS

In this paper we have demonstrated how the Pytorch DNN Evolution tool can be
used to automatically create a neural network architecture for the classification of
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Figure 8. Classification accuracy achieved by the population of neural networks

digits in speech recordings. This approach allowed us to avoid creating the neural
network architecture ourselves. Since the architecture was created with the use of an
automated procedure (the coevolution process), we only had to define the elements
which the network would consist of and the amount of resources we wanted to ded-
icate to searching for an appropriate architecture. First, in Experiment 1, we have
examined what is the optimal size of the training dataset (size of an individual in
the training set population). We also showed that reducing the size of individuals in
the population of training subsets resulted in decreasing the neural network training
time. As a consequence, the pace of the genetic algorithm accelerated. At the same
time, the experiment has demonstrated that even though the size of fitness predic-
tors was reduced, the classification accuracy did not significantly decrease. This
allowed the evolutionary process to make progress towards the optimal architecture,
while reducing the amount of resources required. One needs to remember, though,
that trading off the accuracy for resource consumption may affect the evolution and
lead it in a wrong direction. In order to avoid rendering the presented approach
ineffective, it is beneficial to empirically confirm that reducing the size of fitness
predictors does not lead to significant negative changes in the fitness metric val-
ues, e.g. in our case reduction of the classification accuracy. If possible the optimal
size should be determined through rigorous experimentation with a wide variety of
fitness predictor sizes.

In Experiment 2, the neural network obtained in the process of co-evolution
achieved a classification accuracy of 97.05 %. This value is comparable to the best re-
sults achieved on the AudioMnist dataset (recognition accuracy of 95.82 %±1.49 %),
described in [10]. The results obtained during the tests of the Pytorch DNN Evo-
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Figure 9. Classification accuracy achieved by the population of training datasets. The
accuracy declines as expected: The evolution of the population of training datasets gen-
erates individuals which are harder and harder to classify correctly by the neural net-
works.

lution framework confirmed that coevolution can be used to search for the op-
timal neural network architecture, used to solve the problem of sound classifica-
tion.

The positive results of the experiments prove that the data representation based
on the mel cepstral coefficients is more memory-efficient than the spectrogram. The
mel cepstral coefficients are approximately 10 times smaller than a spectrogram rep-
resentation of the same waveform. Data complexity reduction is especially important
when training neural networks as it allows to reduce the training time.

In the future, the Pytorch DNN Evolution framework can further be extended
with support for other datasets. This would allow to verify whether the coevolution
algorithm works also for other types of problems that may use other data types.
Currently, Pytorch DNN Evolution offers the creation of neural networks by using
two types of layers: convolutional layer and dense layer. We believe that extending
it with new types of layers, e.g. pooling layers, recursive layers, or dropout layers,
would help to apply it to more domains.

Data Availability

The datasets used, generated and analysed during the current study are available in
publicly accessible repositories [5] or can be provided from the corresponding author
on a reasonable request.
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Figure 10. Neural network architecture generated by Pytorch DNN Evolution framework.
The left side of the rectangle denotes the name and type the NN layer: InputLayer – first
layer which does not transform data, Conv2D – convolution of input data, Flatten – change
the format of data from a multidimensional vector to an array, Dense – fully connected
layer. The right side specifies the format of data at the input and output to and from
a given layer.
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Understanding and Robustifying Differentiable Architecture Search. CoRR, 2019,
arXiv: 1909.09656.

[27] Gao, J.—Xu, H.—Shi, H.—Ren, X.—Yu, P. L.H.—Liang, X.—Jiang, X.—
Li, Z.: AutoBERT-Zero: Evolving BERT Backbone from Scratch. CoRR, 2021,
arXiv: 2107.07445.

[28] Wistuba, M.: Deep Learning Architecture Search by Neuro-Cell-Based Evolution
with Function-Preserving Mutations. In: Berlingerio, M., Bonchi, F., Gärtner, T.,
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