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Abstract. Vehicle detection in intelligent transportation systems usually adopts
cloud computing mode. The increasing amount of traffic surveillance video has
brought challenges to the storage, communication, and processing of intelligent
transportation systems based on cloud computing models. In this paper, we propose
a vehicle detection scheme based on edge computing. First, the traffic surveillance
video is preprocessed at the edge device. Using the frame difference algorithm
based on structural similarity (SSIM) to remove video redundant frames, and avoid
repeated frames in the subsequent extracted key frame sequence. Then, a frame
difference algorithm based on local maxima is used to extract key frames as the basis
for subsequent vehicle detection. Finally, the YOLOv5s is improved and used for
vehicle detection. The efficient channel attention mechanism (ECA) is introduced
to enhance the important features of the vehicle and suppress the general features
to strengthen the detection network’s ability to identify vehicle targets. At the
same time, the Focal loss function is introduced to solve the positive and negative
sample imbalance problem and improve the detection speed. The experimental
results show that the scheme has more advantages than the original YOLOv5s in
terms of precision, recall, and mean average precision.
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1 INTRODUCTION

In recent years, with the improvement of people’s living standards, the number of
social motor vehicles has grown rapidly. While enjoying the convenience brought
by vehicles, people are also facing a series of problems such as traffic congestion
and frequent accidents. Intelligent Transportation System (ITS), as a large-scale
and comprehensive transportation management system, can greatly alleviate traffic
congestion and effectively reduce the occurrence of traffic accidents [1].

The current intelligent transportation system mainly adopts the cloud comput-
ing mode, that is, the traffic images and videos are captured by camera equipment,
and transmitted to the cloud computing center for subsequent processing and analy-
sis [2]. With the rapid increase in the number of camera devices deployed, monitor-
ing data exploded. A large amount of data transmission has brought huge pressure
on the network bandwidth, resulting in delays in data transmission and other is-
sues. At the same time, the processing of massive data will also greatly increase
the computing load of the cloud computing center [3]. Therefore, ITS based on the
cloud computing mode can no longer meet the needs of efficient and real-time traffic
supervision.

Edge computing is a new computing paradigm that performs computational
tasks close to the data source. It does not need to transmit all the data generated
by the end device to the cloud computing center, and has the advantage of reducing
network bandwidth pressure and transmission delay [4, 5]. Edge computing essen-
tially uses the computing power of edge devices to migrate some computing tasks
to edge devices for execution, thereby reducing the computing load of cloud com-
puting centers [6]. With the development of information technology, the camera
equipment in ITS gradually becomes intelligent and has computing power, and it
becomes possible to migrate the task of vehicle detection to the camera equipment
side.

Vehicle detection is one of the core tasks of ITS. The purpose is to detect vehicles
from video image sequences and provide a basis for subsequent traffic supervision.
Traditional vehicle detection methods mainly rely on manually extracting vehicle
features and combining the features with a classifier for detection. The detection
process is as follows: firstly, a sliding window is used on the image to be detected to
obtain the candidate area. Then the features in the candidate area are extracted.
Finally, the classifier is trained using the extracted features to detect the vehicle in
the input image. The traditional vehicle detection method works well in terms of
the accuracy of type recognition, but using sliding windows and manually extracting
vehicle features has problems such as complex detection process, slow speed, and
low efficiency [7].

Deep learning builds a machine learning architecture model with multiple layers,
and after large-scale data training, it can automatically obtain more representative
feature information and realize the classification and prediction of samples [8]. Con-
volutional neural network is one of the representative algorithms of deep learning,
which can automatically extract features in vehicle images and can solve the short-
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age of traditional manual extraction of vehicle features [9]. This method only needs
to use labeled vehicle images to train the network, so that it can learn the char-
acteristics of the vehicle type, and then realize the detection of the vehicle. You
only look once (YOLO) – is a target detection algorithm that uses convolutional
neural networks to achieve fast target detection and recognition and maintain high
accuracy by integrating target area prediction and target category prediction in
a single neural network model [10]. Because of its advantages of small model size
and fast detection speed, it is widely used in the field of object detection [11]. How-
ever, due to the influence of background, illumination, occlusion, and other factors,
the robustness and accuracy of YOLO for vehicle detection need to be further im-
proved [12].

In this paper, we design a vehicle detection scheme based on edge computing.
Firstly, the preprocessing operation of redundant frame removal is performed on the
surveillance video. Then, the key frames are extracted and the improved YOLOv5s
are used to detect the vehicle.

Our main contributions are summarized as follows:

• A frame difference method based on local maxima is proposed to extract key
frames in surveillance video. Using the inter-frame difference pixel intensity
maxima of two frames as the key frames extraction criterion reduces the com-
putational complexity while better maintaining the accuracy of key frames ex-
traction.

• A vehicle detection method based on the improved YOLOv5s model is proposed.
The efficient channel attention mechanism (ECA) is introduced to improve de-
tection accuracy. At the same time, the introduction of the Focal loss function
solves the problem of the imbalance between positive and negative samples,
speeds up model convergence, and improves the detection speed.

• The scheme was evaluated in the public data sets. Experimental results in
special cases such as dark light and occlusion show that the improved YOLOv5s
model has better detection accuracy and higher accuracy.

The rest of the paper is organized as follows: Section 2 reviews related work;
Section 3 details the method of key frame extraction and the improved YOLOv5s
model; Section 4 evaluates the scheme through experiments; finally, Section 5 con-
cludes the presented work.

2 RELATED WORKS

There exist a large number of redundant frames in surveillance videos, which can
easily lead to repeated frames in the extracted key frames sequence [13]. To this end,
Wan et al. [14] proposed a motion amplitude detection algorithm based on local spa-
tiotemporal interest points. When the number and position of interest points in the
video do not change, it is considered that the content of the video has not changed.
Then, this feature is used to remove a large number of unchanging redundant frames
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existing in long videos. Pasandi and Nadeem [15] proposed to treat all network cam-
eras as a whole and use the temporal and spatial correlation between cameras to
eliminate redundant frames. Al-Ani and Hammouri [16] proposed a method based
on frame difference to remove video redundant frames, deleting any frame between
consecutive frames that is lower than the average value of the difference between
frames. The above methods use the spatio-temporal characteristics between video
frames for redundant frame removal and achieve better results, but these methods
do not take into account the structural similarity between video frames, and some
redundant frames still exist.

In order to solve the problem of time-consuming and laborious vehicle detec-
tion on a frame-by-frame basis, key frame extraction is required for the surveil-
lance video after removing redundancy [17]. To this end, Gharbi et al. [18] pro-
posed a key frame extraction method based on the combination of local interest
point description and repeatability graph clustering. The selection of key frames
is performed using graph clustering based on the principle of close modularity, and
the experimental results prove that the key frames proposed by this method are
representative. Wu et al. [19] proposed a clustering method based on high peak
search to integrate important attributes of the video, and clustered similar frames
into clusters, and the central value of the cluster was regarded as a key frame.
Wolf [20] proposed an optical flow calculation method for identifying motion local
minima in shots. The optical flow and a simple motion metric are first calculated
for each frame, then the metric is analyzed as a function of time, and finally the
frame with the smallest metric is selected as the key frame. Most of the above
schemes use clustering or optical flow calculation methods. Although representative
key frames can be extracted, there is a problem of high computational complex-
ity.

Carrying out vehicle detection based on the extracted key frames sequence can
improve detection efficiency and provide help for real-time handling of traffic ac-
cidents and relief of traffic congestion [21]. With the rise of deep learning, de-
tection algorithms based on deep learning have received extensive attention from
researchers. Target detection algorithms based on deep learning can be divided into
two categories, one is a two-stage detection algorithm represented by R-CNN [22]
and Fast R-CNN [23], which use the region candidate network to extract candi-
date target information. The other is an end-to-end one-stage detection algorithm
represented by YOLO [10] and SSD [24]. The accuracy of the two-stage detection
algorithm is relatively high, but the speed is much slower than the one-stage de-
tection algorithm. For application scenarios with high real-time requirements such
as ITS, a one-stage detection algorithm is often used [25]. However, as the size of
the image increases, the operating efficiency of the one-stage detection algorithm
SSD will decrease significantly, so the target detection method based on YOLO is
more widely used [26]. Li et al. [27] proposed a vehicle detection algorithm based
on YOLOv3. The algorithm introduces the channel attention mechanism and spa-
tial attention mechanism into the feature extraction network to improve the feature
extraction ability of the network. Bao et al. [28] proposed a YOLOv5-based com-
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ponent defect detection method, which incorporates a coordinate attention module
in the original network that can simultaneously capture spatial interactions with
precise location information and help the network locate the target of interest more
accurately. The above approach combines the attention mechanism with YOLO to
improve the overall detection capability, but does not take into account the fact
that the amount of parameters becomes larger resulting in the model not apply-
ing to resource-constrained edge devices. To this end, Wan et al. [29] proposed
an improved YOLOv3 vehicle detection algorithm and deployed it on edge devices.
The algorithm introduces the feature extraction network in YOLOv3 into the dense
splice block to reduce the model parameters of the feature extraction network struc-
ture, which reduces the training complexity and improves the training speed. Liang
et al. [30] proposed a vehicle detection algorithm based on the YOLOv3 model,
which ensures its efficiency on edge devices by pruning the feature extraction net-
work and compressing the feature fusion network. The above scheme achieves the
reduction of the number of network parameters through model compression and
satisfies the requirements of edge device deployment, but does not consider the
impact of dark light and occlusion on vehicle detection accuracy in practical appli-
cations.

3 PROPOSED WORK

Considering the time-consuming and labor-intensive problem of direct vehicle detec-
tion on traffic surveillance video, we designed a vehicle detection scheme to improve
the efficiency and accuracy of vehicle detection. Aiming at the time-consuming and
laborious problem of frame-by-frame detection, we designed a key frame extrac-
tion method to improve detection efficiency. In addition, the YOLOv5s model was
improved to improve the vehicle detection accuracy of the model.

3.1 Key Frames Extraction Method

We use the local inter-frame difference maxima algorithm to extract key frames
from surveillance video. In order to avoid repeated frames from the extracted key
frames sequence, we need to remove redundant frames before key frame extrac-
tion.

The structural similarity of surveillance video frames will affect the removal of
redundant frames, so we use the SSIM-based inter-frame difference algorithm to
remove redundant frames [31]. Firstly, the differential operation is performed on
two adjacent frames, and then the SSIM values of the two images are calculated.
SSIM calculation process is as follows:

Step 1: Given two images, design an N ×N localized viewport on the images.

Step 2: Calculate the SSIM value for the image of the window position, and the
resulting value is the local value.
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Step 3: Move the window one pixel at a time and calculate the local values until
the local values are calculated for each position of the image.

Step 4: Average all local values, which is the SSIM value of the two images.

When the two images do not meet the differential operation conditions and the
SSIM value is 1, then the two images will be judged to be redundant, and one of
the images needs to be deleted.

Given two images x and y, the SSIM values of the two images are shown in
Equation (1) [32]:

SSIM (x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c2)
, (1)

where µx is the mean of x, µy is the mean of y, σ2
x is the variance of x, σ2

y is the
variance of y, and σxy is the covariance of x and y. c1 = (k1L)

2, c2 = (k2L)
2

is a constant used to maintain stability. L is the dynamic range of pixel values.
k1 = 0.01, k2 = 0.03. The SSIM value ranges from -1 to 1. When the two images
are the same, the SSIM value is equal to 1.

The purpose of key frame extraction is to find a set of images from a raw video
to represent the video content [33]. Analyzing the acquired key frames can solve the
time-consuming and labor-intensive problem of analyzing the video frame-by-frame.
Therefore, we need to perform key frame extraction before vehicle detection. Key
frames usually refer to 2-3 frames that play a decisive role among several frames
constituting a video. However, the selection of key frames is a very subjective
operation. In addition, the type of video and the length of the video will also affect
the selection of key frames. The selection of video key frames usually meets the
following aspects [29]:

Repeatability: Low repeatability of selected video key frames.

Continuity: The selected video key frames must ensure the continuity of the con-
tent.

Regularity: The number of video key frames is as small as possible and the infor-
mation is as discrete as possible.

Representativeness: The selected video key frames can represent the video con-
tent.

Considering that the frame difference method is not sensitive to scene changes
such as light, and the algorithm has low complexity and good stability, we adopt
a key frame extraction algorithm based on the maximum value of the local inter-
frame difference [34]. The two frames are differenced to obtain the inter-frame
differential pixel intensity, which is used to measure the magnitude of the change
between the two frames. When a certain frame in the video has a large change
from the previous frame, it is considered a key frame and extracted. The classic
inter-frame difference key frame extraction is to compare the distance D between
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the two image frames with the set threshold T . If D > T , the latter of the two
frames will be used as the key frame [35]. The distance D between image frames is
shown in Equation (2) [13]:

D(fi, fj) =
∑
x,y

|fi(x, y)− fj(x, y)|, (2)

where fi and fj are any two image frames as candidate key frames, x and y are the
positions of pixels in the selected two image frames.

The classic inter-frame difference algorithm uses the threshold as the key frame
extraction standard. Improper setting of the threshold will easily lead to inaccurate
key frame extraction. We use the inter-frame differential intensity maxima as key
frame extraction criteria. The size of the local neighborhood is chosen to be 1, that is,
the size of each inter-frame difference value and its left and right neighborhood values
are checked. If they are larger than the values of their left and right neighborhoods,
they are local extremes, and the image frame corresponding to that inter-frame
difference value is selected as the key frame.

Video frames generated in traffic surveillance videos are susceptible to noise, re-
sulting in inaccurate inter-frame difference values, which affect key frame extraction
results. The Hanning window function can effectively remove random noise. We
use the Hanning window to smooth the inter-frame difference value of the image
sequence and avoid extracting several frames under similar image sequences as key
frames at the same time [36].

3.2 Vehicle Detection

After the redundant frame removal and key frame extraction are performed on the
surveillance video, the frame sequence representing the video content is obtained,
and vehicle detection can be performed accordingly.

Considering that the vehicle detection based on edge computing belongs to a dis-
tributed structure, we adopt a distributed deep learning architecture based on edge
computing, and migrate the training and reasoning stages to the edge nodes to re-
duce the communication overhead generated during the training process [29]. Its
architecture is shown in Figure 1.

The architecture migrates the vehicle detection model to the edge node, and
uses the acquired key frames as the data of the vehicle detection model. The model
in the edge node is trained, and the training result is uploaded to the edge server.
The server is responsible for parameter updates, model synchronization, and other
operations until the end of training.

The YOLO series algorithm has relatively high detection speed and accuracy
and has been widely used for vehicle detection [37]. YOLOv5 is the fifth version
of YOLO. It also has the advantages of high detection accuracy and fast inference
speed, and its weight file is small, which is suitable for deployment on edge de-
vices for real-time detection [38]. As a derivative version of YOLOv5, YOLOv5s
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Figure 1. Distributed deep learning architecture based on edge computing

has fewer parameters and a lighter model. In this paper, we use YOLOv5s as the
benchmark model for vehicle detection, and its network structure is shown in Fig-
ure 2.

Figure 2. YOLOv5s network structure

The YOLOv5s model is divided into four parts: Input, Backbone, Neck and
Head. Among them, the Input end includes an adaptive image scaling function.
Backbone uses modules such as Focus and Spatial Pyramid Pooling (SPP) to ex-
tract image features. The Neck part is to fuse the image features extracted by
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the Backbone and give three different scales of feature maps, which are used to
make predictions. The Head part inherits the head structure of YOLOv3, in-
cluding prediction information including object coordinates, category and confi-
dence.

Vehicles in traffic surveillance videos have special conditions such as occlusion
and denseness, which will affect the accuracy of detection. The integration of the
attention module into the convolutional neural network can effectively enhance the
rich representation ability of the convolutional neural network, and can better cap-
ture various discriminative features of vehicle targets [39]. Therefore, we introduced
the ECA attention module in YOLOv5s to improve the problem of low detection
accuracy in special cases such as occlusion and denseness.

ECA is an efficient channel attention mechanism. It improves channel attention
based on Squeeze-and-Excitation Networks (SENet), which can reduce the com-
plexity of the model while improving performance, with less computational cost
Improving the performance of detection networks [40]. The structure of the ECA
module is shown in Figure 3.

Figure 3. ECA module structure

ECA removes the Fully Connected (FC) layer of SENet, uses Global Average
Pooling (GAP) to compress the spatial features of the feature map, and uses one-
dimensional convolution to perform channel feature learning on the compressed fea-
ture map. Where, k is the convolution kernel size, which represents the coverage
of local cross-channel interactions, C is the number of channels in the feature map,
while X and X̄ distinguish between input and output features. Finally, use the
Sigmoid function to generate the weight ratio of each channel, and then combine
the original input features with the channel weights to obtain features with channel
attention.

The introduction of different positions by the attention mechanism will produce
different effects. We designed two fusion methods for different positions, that is,
integrating ECA into the Backbone and Neck parts respectively. As a result, two
network models were generated, which are respectively denoted as YOLOv5s A and
YOLOv5s B.



1348 H. Pan, S. Guan, X. Zhao, Y. Xue

The ECA is fused to the Backbone part to form YOLOv5s A. The main function
of Backbone is to extract the deep features in the image through a relatively deep
convolutional network. As the number of network layers deepens, the width of the
feature map becomes smaller and smaller. Cross Stage Partial (CSP) aggregates
different hierarchies, and the ECA is placed after the CSP for channel attention
reconstruction of the feature maps at different locations, and their structure is shown
in Figure 4.

Figure 4. The structure of the Backbone after adding the ECA module

In Figure 4, the Backbone part introduces ECA modules and puts these modules
after the CSP structure to obtain vehicle features with channel attention.

Fuse the ECA module into the Neck part to form YOLOv5s B. The PAN and
FPN structures in Neck can transfer semantic information and positioning informa-
tion from bottom to top, and integrate deep and shallow information through four
Concat operations, so the ECA module is placed after Concat. The structure after
adding the ECA module is shown in Figure 5.

In Figure 5, four ECA modules are added to the Neck part, and each ECA
module is placed after Concat to reconstruct the channel attention of the fea-
ture map and pay more attention to the vehicle information in the channel do-
main.

In the one-stage target detection algorithm, the imbalance between positive and
negative samples is more prominent. The percentage of background in the traffic
road images is significantly larger than the percentage of vehicles, and the loss
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Figure 5. The structure of the Neck after adding the ECA module

function yields mostly negative sample background loss. And most of the negative
sample background is simple and easy to divide, which has almost no effect on the
convergence of the model. We introduce the Focal loss function, using parameters
to balance the effect of positive and negative samples on the loss and divide the
samples into hard-to-classify samples and easy-to-classify samples. By reducing the
weight of easy-to-classify samples, the model is made to focus more on hard-to-
classify samples during training to optimize the training process. The Focal loss
function is shown in Equation (3) [41]:

Focal loss(p, y, α, γ) =

{
−α(1− p)γ log(p), y = 1,

−(1− α)pγ log(1− p), y = 0,
(3)

where α is the balance factor, and p is the probability of output through the Sigmoid
activation function. y is the real sample label, which takes the value of 0 or 1. (1−p)γ

and pγ are the modulation factors. The balance factor is responsible for solving the
problem of uneven positive and negative samples in the detection model, and the
modulation factor controls the impact of the difference between difficult and easy
samples on the loss.
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4 EXPERIMENT AND ANALYSIS

Considering the limited resources of edge devices, we used an ordinary laptop to
evaluate the performance of the proposed scheme. The configuration of the laptop
was Intel(R) Core(TM) i7-11800H with 16GB of memory.

4.1 Key Frames Extraction Experiment

The video dataset used in the experiment comes from Cityflow [42], which is a traffic
camera dataset that contains more than 3 hours of synchronized high-definition
video from 40 cameras at 10 intersections. The dataset covers a wide range of
scenes, perspectives, vehicle models, and Urban traffic flow conditions. To verify the
effectiveness of the key frame extraction algorithm based on the local inter-frame
difference maximum value, we compared it with K-means and DT algorithms on this
dataset. Both algorithms are widely used in key frame extraction. The experiment
uses F1-measure as the evaluation standard, and its calculation equation is shown
in Equation (4) [43]:

F1 =
2 ∗ Precision ∗ Recall
Precision + Recall

, (4)

where Precision represents the percentage of key frames selected by the algorithm
that are true key frames, Recall represents the ratio of the number of key frames
extracted by the algorithm to the actual number of key frames in the total number
of frames. The smaller the total number of key frames selected by the algorithm, the
higher the accuracy of key frame matching and the lower the corresponding recall
rate. If the total number of selected key frames is too large, the recall rate will
increase and the accuracy rate of key frame matching will decrease. The F1 value
is a compromise between matching accuracy and recall, and is used to balance the
two. The experimental results of the key frame selection algorithm are shown in
Table 1.

Algorithms Precision (%) Recall (%) F1-measure (%)

K-means 73.0 59.0 65.0
DT 67.0 54.0 60.0
Our method 76.0 58.0 66.0

Table 1. Performance evaluation results of key frame extraction algorithm

It can be seen from Table 1 that our accuracy is higher than the other two
methods, because our method selects fewer key frames and has a higher accuracy
of key frame matching. The total number of key frames selected by the K-means
method is higher than ours, so its recall rate is slightly higher than our method, but
our method has achieved the better performance in the balance between the two.
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4.2 Vehicle Detection Experiment

4.2.1 Experimental Environment and Dataset

The experiment is based on the Ubuntu 18.04 operating system, using the Pytorch
1.8.0 framework, training through the NVIDIA 3070 graphics card. And the video
memory is 8GB. Python version is 3.8 and CUDA version is 11.1.1.

We use the UA-DETRAC dataset for vehicle object detection and tracking at the
University at Albany, USA as the experimental object [44]. The dataset consists of
10 hours of video captured with a Cannon EOS 550D camera at 24 different locations
in Beijing and Tianjin, China. Videos were recorded at 25 frames per second with
a resolution of 960×540 pixels. There are more than 140 000 frames in this dataset,
with 8 250 vehicles manually annotated, and a total of 1.21 million labeled object
bounding boxes. To avoid too small image changes between adjacent frames, we
use the method of selecting one frame every 10 frames to obtain 13 000 images, and
select 10 000 images with large traffic flow as the experimental data set.

4.2.2 Evaluation Metrics

The experiment uses Precision, Recall, and mAP to measure the detection perfor-
mance of the model, and the specific calculation formula is as follows [45].

Precision and Recall are shown in Equations (5) and (6):

Precision =
TP

TP + FN
× 100%, (5)

Recall =
TP

TP + FP
× 100%, (6)

where TP (True Positives) is the number of vehicles detected correctly, FN (False
Negatives) is the number of vehicles not detected correctly, and FP (False Positives)
is the number of vehicles detected incorrectly.

The AP value is the area enclosed by the horizontal and vertical coordinates of
the accuracy rate and the recall rate, and its calculation equation is:

AP =

∫ 1

0

P (R) dR. (7)

Average the AP values of all categories to get themAP value, and its calculation
equation is:

mAP =

∑
AP

m
. (8)

In the Equations (7) and (8), m represents the number of categories of all sam-
ples, P is the accuracy rate, R is the recall rate, and P (R) is the accuracy rate and
recall rate curve.
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4.2.3 Experimental Results

We randomly divide the dataset into training and test sets in the ratio of 9:1, and
none of the experiments use pre-trained models. The training process uses the same
parameter configuration, and the input image size is 640 × 640. The experimental
results are shown in Table 2.

Model Precision (%) Recall (%) mAP (%)

Origin YOLOv5s 92.6 86.2 90.5
YOLOv5s A 92.9 84.6 88.5
YOLOv5s B 93.1 87.1 91.9

Table 2. Comparison of detection results of fusion ECA

It can be seen from Table 2 that the Precision value of YOLOv5s A has increased
compared with the original YOLOv5s model, but the Recall and mAP values have
decreased significantly, and not all vehicles in the image are detected. This is be-
cause in Backbone, the features extracted by the network are not sufficient, and
only the Precision indicator is improved. Compared with the original network,
YOLOv5s B has improved in all three evaluation indicators, and mAP is also the
highest among the three models. This is because in Neck, the network fuses the
deep and shallow feature maps. On this basis, it performs attention fusion on the
feature maps, recalibrates the importance of different channel features, and achieves
the best detection results. Therefore, we use YOLOv5s B as the basic model for
vehicle detection.

In addition, we compared the proposed algorithm with some lightweight de-
tection algorithms on the UA-DETRAC dataset, and the results are shown in Ta-
ble 3.

Method
Precision Recall mAP

Parameters
FLOPs

FPS
(%) (%) (%) (G)

YOLOv5s 92.6 86.2 90.5 7.01M 15.9 111
YOLOv5s SE 92.8 85.4 89.7 7.22M 16.2 97
YOLOv5s CBAM 91.6 86.2 90.6 7.05M 16.0 102
YOLOv3-tiny 92.2 76.6 88.8 – – –
YOLOv4-tiny 90.2 84.4 89.1 5.92M – –
Out scheme 93.1 87.1 91.9 7.02M 16.0 125

Table 3. Performance comparison of vehicle detection algorithms

It can be seen from Table 3 that the improved YOLOv5s algorithm is ahead
of other lightweight detection algorithms in terms of Precision, Recall and mAP
values. The parameter amount of the improved algorithm is slightly higher than
that of the original algorithm, but it is better than the original algorithm in terms
of performance indicators. This is because the ECA we use is a lightweight way to
obtain the interaction information between channels, which reduces the complexity



Vehicle Detection in Intelligent Transportation Systems 1353

of the model while improving performance. At the same time, the proportion of a
large number of simple negative samples in training is reduced by introducing the
Focal loss function, so that the model can focus more on difficult-to-classify samples
during training. In Table 3, FLOPs (Floating-point Operations) are used to mea-
sure the complexity of the algorithm, and FPS (Frames Per Second) is the number
of images that can be processed in each second. It can be found from Table 3 that
the computational effort of the improved algorithm is slightly higher than the orig-
inal algorithm, but the FPS value is better than the original algorithm. Therefore,
the performance overhead of our proposed scheme is satisfying the edge computing
condition.

a) Occlusion scene

b) Dense scene

c) Dark light scene

Figure 6. Vehicle detection results in special scenes

Finally, in the UA-DETRAC data set, we selected pictures in three special scenes
of occlusion, dense, and dark light to detect vehicles, and the results are shown in
Figure 6.

In Figure 6, the detection results of the original YOLOv5s are on the left,
and the detection results of the improved YOLOv5s are on the right. It can be
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seen that the original YOLOv5s missed detection in special scenes. The improved
YOLOv5s algorithm not only avoids missed detection in special scenarios, but also
maintains a high detection accuracy. This is because ECA is added to our im-
proved model, which can make the network pay more attention to the target to be
detected. And the improved YOLOv5s has added the Focal loss function, which
can detect a large number of small-scale vehicle targets in a dense street environ-
ment, while the original YOLOv5s algorithm cannot effectively identify small-scale
targets.

5 CONCLUSIONS

We propose a vehicle detection scheme that can be deployed on edge devices. First,
the traffic surveillance video is preprocessed, and redundant frames with similar
structures are removed by using SSIM combined with the frame difference algo-
rithm. Then, the key frames are extracted using the inter-frame difference method
based on the local maximum value, and the maximum value of the pixel inten-
sity difference between the two frames of images is used as the extraction stan-
dard. Finally, we added the ECA module to the Neck part of YOLOv5s to re-
calibrate the importance of different channel features. This makes the improved
network more focused on the extraction of vehicle information, to improve the ac-
curacy of vehicle detection. Experimental results show that our proposed scheme
is superior to other models in terms of detection accuracy and recall rate, and
still has high detection accuracy in special scenarios such as low light and occlu-
sion.
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