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Abstract. With the development of recommendation technology, it is of great sig-
nificance to analyze users’ digital footprints on social networking sites, extract user
behavior rules, and make a relatively accurate assessment of each user’s needs, to
provide personalized services for users. It has been found that the users’ behavior
on social networking sites has a great correlation with the user’s personalities. The
OCEAN model’s five characteristics can cover all aspects of user personality. There
are some shortcomings in the current micro-directional propagation method. This
paper has improved the traditional collaborative filtering method and proposed
a collaborative filtering method based on user clustering. The model first clusters
the users according to their OCEAN model, and then it filters the users collab-
oratively in the cluster to which the user belongs with the collaborative filtering
method based on an optimized singular value decomposition (SVD) recommen-
dation algorithm, called the BiasSVD recommendation algorithm – to reduce the
dimensionality of the data. Then it generates recommendations. Experiments show
that clustering users’ OCEAN models can improve the accuracy of recommenda-
tions. Compared with the entire user space, it greatly reduces the recommendation
time, and effectively solves the cold start problem in micro directional propagation.

Keywords: OCEAN model, micro-directional, propagation clustering, recommen-
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1 INTRODUCTION

The Internet has now entered every corner of people’s daily lives [1, 2]. People can do
a lot of things via the internet, such as reading the news, finding jobs, and watching
movies. There are certain hidden rules in the various unregulated behaviours of
users on the Internet [3, 4, 5].

When users browse the Internet, there will always be a variety of recommen-
dation pages. The micro-directional recommendation can provide users with more
suitable choices and save users’ browsing time. Therefore, it is of great significance
to analyze users’ digital footprints on social networking sites and to assess each user’s
needs based on their personality and style to provide users with micro-directional
content dissemination [6].

Although the micro-directional propagation system is constantly becoming more
perfect by adding new technologies and algorithms [7, 8], some problems still need
to be revised. The main problems at present are as follows.

In micro-directional propagation systems, there is a very common problem of
sparsity in the matrix data, which generally reduces the accuracy of micro-directional
propagation. Several corresponding methods have been developed to solve the prob-
lem of sparsity, the most common one is to fill in a fixed value to make the original
matrix a dense matrix [9, 10]. The method of mean padding is generally used, that
is, the average value of all users’ ratings is obtained, and the matrix is filled with
the average value.

However, there are also certain problems with this method. Under normal cir-
cumstances, the user’s scoring standard is inconsistent, which makes it difficult to
deal with the problem in essence. Therefore, after exploring the attributes of users
and items, researchers have tried to solve the problem of data sparsity by using other
solutions. Solutions include collaborative filtering based on item similarity, dimen-
sionality reduction on sparse matrices, AI technology [11, 12], and so on. Compared
with the similarity between users, the similarity between the calculations makes the
model more stable. The dimensionality reduction method mainly includes singular
value decomposition (SVD), principal component analysis algorithm (PCA) [13],
and latent semantic indexing algorithm (LSI).

To make the recommendation more accurate, the system must predict the user’s
preferences based on the user’s prior rating of the item. There are currently several
solutions to the cold start problem, one of which is the hybrid recommendation
algorithm. It is a model that effectively blends the collaborative filtering algorithm
with the content-based recommendation algorithm [14, 15]. New items are often
added to the system, but they are usually ignored because the collaborative filtering
recommendation algorithm only recommends the one to the users according to their
preference, therefore, the properties of the new items cannot be used. Only after
it has been evaluated by many users, the new item is likely to be recommended.
Therefore, a hybrid micro-directional propagation algorithm can be used.

After research, a model-based micro-directional propagation algorithm is usu-
ally used. This algorithm customizes a basic model for users, then estimates the
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items of interest to them based on their data, and continuously improves the model.
Currently, the commonly used methods are clustering, Bayesian Networks [16], di-
mensionality reduction techniques, and so on. The recommendation idea based on
the clustering technique is to classify users firstly through certain attributes and
search for their nearest neighbour, which can greatly narrow the search space and
improve the real-time performance of the micro-directional communication. The
implementation method based on the Bayesian network is to create an estimated
model for the user, which is usually more accurate and time-sensitive than the micro-
directional propagation result of the traditional models, but the creation process of
the model is cumbersome.

Based on the above problems, a new collaborative filtering method based on
user OCEAN model clustering is proposed in this paper. The OCEAN model
is a theoretical model that can represent personality characteristics. The idea
of this model is to find vocabulary that can summarize the user’s personality,
and then cluster the vocabulary to form a description of the personality. The
OCEAN model includes five personality traits: Open, Conscientiousness, Extraver-
sion, Agreeability and Neuroticism. These five factors provide a rich personality
structure. And psychologists’ research has found a strong connection between the
OCEAN theoretical model and users’ digital footprints on social media sites [7].
The OCEAN model can effectively predict the behavior of users on social networks,
and similarly, the behavior of users on social networks can also reflect their OCEAN
model.

At present, there is no micro-directional communication system that can solve
the scalability and sparsity problem of the micro-directional communication system
by combining the user’s personality characteristics with matrix dimension reduction.
Therefore, to improve the accuracy of prediction and overcome the sparsity prob-
lem of the recommendation system, this study tries to develop a micro-directional
content dissemination system based on the clustering of the user OCEAN model.

The work of this paper is as follows:

• Sina Weibo was selected as the main research scenario to obtain experimental
data.

• Establish the OCEAN model for Sina users through the OCEAN model test
scale.

• Establish a user-item scoring matrix.

• Recommend movies to users by the traditional collaborative filtering method
and SVD-based collaborative filtering method respectively.

• Use the BiasSVD model to improve the collaborative filtering system.

• The improved algorithm flowchart is shown in Figure 1.
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Figure 1. Improved algorithm flowchart

2 DATASET

2.1 Collecting Data

In the micro-directional communication system, it is necessary to collect users’ his-
torical data and understand their habits to recommend products to users. There
are two types of user behavior data: explicit data and implicit data [17]. Ex-
plicit user behavior data refers to the digital footprints that users leave on websites,
such as Weibo, movie ratings, etc. [18]. Implicit user behavior data is generated
unintentionally in the process of the user to achieve other purposes in daily life,
such as the number of times the user has visited the website, page pause time,
etc. [19].

To establish a basic dataset, this study selected the most recognized OCEAN
model test scale in psychology – the NEO Personality Questionnaire. The NEO
personality questionnaire is an OCEAN model questionnaire developed by American
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psychologists Costa and McRae based on the structure of five aspects of human
personality [20].

Sina Weibo is one of the mainstream social media websites at present, with
a large number of active users, and its user information is mostly public. Based
on the above characteristics, this study chooses Sina Weibo as the main research
scenario.

Based on the above description, the NEO questionnaire for testing the OCEAN
model was distributed to Sina Weibo users. Specific screening criteria are as follows.

1. The Weibo accounts provided by the tested users are accurate;

2. The time for respondents to answer the questionnaire is longer than 200 seconds;

3. The number of tweets in the corresponding Weibo account of the subject user
is more than 100.

To meet the experimental requirements of this paper, a crawler program based
on Java was developed, and some data from Sina Weibo users were selected as the
data set of this experiment. The selection criteria for Sina Weibo users are:

1. The user’s Sina Weibo homepage contains data on movie ratings;

2. The number of microblogs posted by the user is more than 100;

3. The user does not evaluate a movie many times and all the scores are the same;

4. The number of movies evaluated by the user is more than 3.

2.2 Data Processing

According to the above screening criteria, the user OCEAN model was obtained
after counting the questionnaire results and processing the data. To more intuitively
present the results of the NEO questionnaire, Table 1 shows seven user valid cases.

User Neuroti- Extraver- Open- Agreeable- Conscientious-
ID cism (N) sion (E) ness (O) ness (A) ness (C)

1 3.167 3.667 3.417 2.917 3.417
2 3.083 2.5 2.333 3.5 2.666
3 2.5 3.167 2.667 3.583 2.333
4 2.5 4.167 3.75 3.5 3.75
5 1.75 2.667 2.917 3.167 4.083
6 2.667 4 3 4 2.667
7 4.417 3.25 2.5 2.5 1.5

Table 1. Valid cases of the user OCEAN model

The scores in Table 1 indicate the bias of the probationary users in the measured
feature dimension, and all data are feature dimension values ranging from 0 to 5.
The closer the data in the table is to 5, the greater the user’s bias in the feature
dimension.
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After crawling the homepage data of Sina Weibo users who meet the above
screening criteria based on the Java program, the film score data of 2012 Sina Weibo
users was obtained with a total of 4 579 movies. And after processing, the user-item
scoring matrix was got for 2012 Sina Weibo users.

Each user’s data is stored in a text document and was processed to get the user’s
rating of the movie, between 0 and 5. As shown in Table 2.

User ID Item ID
Item 1 Item 2 Item . . . Item n

User 1 r1,1 r1,2 . . . r1,n
User 2 r2,1 r2,2 . . . r2,n
User... . . . . . . . . . . . .
User m rm,1 rm,2 . . . rm,n

Table 2. User’s score sheet for the item

The data is converted into a matrix form where the row represents the user,
the column represents the movie, and the unrated movie is represented by 0, then
a matrix is used to represent the user’s scoring matrix for the movie:

R = (rij) =


r11 r12 . . . r1n . . . r1N
r21 r22 . . . r2n . . . r2N
. . . . . . . . . . . . . . . . . .
ri1 ri2 . . . rin . . . riN
. . . . . . . . . . . . . . . . . .
rM1 rM2 . . . rMn . . . rMN

 . (1)

3 APPROACH

3.1 Clustering User Groups Based on OCEAN Model

After pre-processing the data, this study uses k-means clustering method to cluster
users according to the user’s OCEAN model. K-means clustering method belongs
to unsupervised learning. It takes k as a parameter and divides n objects into
k clusters so that the similarity between clusters is lower, and the similarity in
clusters is higher. In this study, let x(i) be a five-dimensional vector representing
the OCEAN model of one Sina Weibo user. Then the training sample is given as
x(1), x(2), . . . , x(m) in the clustering algorithm, representing the OCEAN model of
the m Sina Weibo users. The specific process is described as follows:

1. Select k users as the cluster centroids u1, u2, . . . , uk.

2. Repeat the following process until convergence:

• Calculate the class cluster to which each sample i should belong:

c(i) := argmin
j

∥∥x(i) − µ(j)
∥∥2

. (2)
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• Recalculate the centroid of each cluster and update the original cluster cen-
ter:

µj =

∑m
i=1 {ci = j}xi∑m
i=1 {ci = j}

. (3)

The condition for the end of the above algorithm is convergence. The following
describes the convergence of the clustering algorithm. Here, the distortion function
is defined as Equation (4):

J(c, µ) =
m∑
i=1

∥ x(i) − µ(i)
c ∥2. (4)

The J function indicates the sum of the squares of the differences between each
training sample and the cluster center. Convergence means that the function value
is minimized. Assuming that the J function has not yet reached the minimum value,
then adjust the class cluster to which each training sample belongs to make the value
of the J function smaller, or adjust the centroid of each cluster can also reduce the
value of the J function. When the J function is decremented to a minimum, that
is, when the centroid is no longer changing, it is considered that the J function is
convergent.

In all user spaces, this paper makes clusters according to the users’ OCEAN
model. After the k clusters are created, the data of the cluster center is stored.
When the target user is a new one, it only needs to determine which OCEAN model
of the target user is closest to the cluster center, so that the target user is classified
into the cluster closest to him. When the target user already exists in the cluster,
the data of all the users in the cluster in which the target user is located is used to
perform the score prediction and recommendation of the target user.

After considering the personality characteristics of users, this algorithm only
needs to calculate the similarity between users and users within the cluster, and
cluster users with similar personalities into a cluster. For users with similar person-
alities, increasing the proportion of ratings for movies of the same type can alleviate
the sparsity of the user rating matrix and improve the accuracy of finding near-
est neighbors. Therefore, compared to searching the entire user space, the range
of search required is greatly reduced, and the clusters to be analyzed are reduced,
which means the number of users is reduced. And it greatly improves the calculation
speed of the system, reduces the calculation pressure of the system, and ensures the
quality of recommendations.

3.2 Collaborative Filtering Based on SVD

Since the user only scores several items, there would be a huge number of items
that all users in the system have scored. There is a problem of sparsity in the
system of collaborative filtering. To remove noise data from large sparse data sets,
the researchers proposed methods of dimensionality reduction. This paper uses
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singular value decomposition (SVD) [21], which can be seen as a method for the
dimensionality reduction of data, and a powerful computational tool for solving
data analysis problems in numerical linear algebra.

SVD can decompose any matrix singular value. Using SVD, a matrix R ∈ RN×M

of rank k <= min(N,M) can be decomposed into:

R = U
∑

V T (5)

among them:

U = [u1, u2, . . . , ur︸ ︷︷ ︸
Ur

, ur+1, ur+2, . . . , uN︸ ︷︷ ︸
Ur

] = [Ur | Ur] , (6)

V = [v1, v2, . . . , vr︸ ︷︷ ︸
Vr

, vr+1, vr+2, . . . , vN︸ ︷︷ ︸
Vr

] = [Vr | Vr] , (7)

R = [Ur | Ur]

[
Σr 0
0 0

] [
V T
r

V T
r

]
= UrΣr. (8)

U is composed of standard orthogonal bases,
∑

is a diagonal matrix composed
of singular values, and V is composed of another set of standard orthogonal bases.

In most cases, the matrix can be approximated by the first k singular values to
achieve the purpose of dimensionality reduction, as shown in Equation (9):

Rm×n ≈ Um×kSk×kV
T
n×k. (9)

R is the user’s scoring matrix for the item, U is the user concept matrix, its
column is the eigenvector of the left singular value, and S is the singular value,
which is a diagonal matrix in which the elements are arranged in descending order.
V T represents the item concept matrix, and its rows are feature vectors of right
singular values.

The value of k is calculated by formula (10):∑k
i=1 σ

2
i∑m

i=1 σ
2
i

≥ percentage. (10)

The ‘percentage’ represents the threshold of the square of the singular value and
the specific gravity. The percentage is less than 1, and the value of the percentage
is proportional to the value of k. k is much smaller than m and n in the matrix,
thus reducing the dimension of the matrix.

Figure 2 shows the general steps for dimension reduction of user items in col-
laborative filtering.

Therefore, using the SVD algorithm, a given matrix R can be converted to
R = U

∑
V T .



1454 Y. Ban, Y. Liu, Z. Yin, X. Liu, M. Liu, L. Yin, X. Li, W. Zheng

Figure 2. General steps for user matrix decomposition in collaborative filtering

The collaborative filtering algorithm based on the SVD algorithm is divided into
two types [22]: user-based SVD micro-directional propagation algorithm and item-
based SVD micro-directional propagation algorithm. In the item concept matrix
V T , each column represents an item vector. The greater the similarity between
columns, the higher the similarity between the two items. Assuming that user x is
to be scored for item y, the formula for the algorithm is as follows:

Rx,y = Uk ·
√
Sk(x) ·

√
Sk · V T

k (y). (11)

The overall idea of the algorithm is: first find items that have not been scored by
users, and then use SVD to compress the user-score matrix to the low-dimensional
space to obtain the users’ concept matrix and the items’ concept matrix. Use the
two matrices to obtain the item prediction scores provided by the user, and then the
prediction scores were ranked from high to low, and finally return the topN score
and recommend it to the user.

There are four steps:

1. To load the datasets;

2. To determine the dimension that should drop by calculating the value of per-
centage, that is, the value of k;

3. To estimate the missing items of users’ scores in the reduced data based on SVD
and return the estimated value.

3.3 Collaborative Filtering Base on BiasSVD

The SVD algorithm is considered one of the most commonly used algorithms in the
recommendation system, but it has shortcomings [23]:

1. The required matrix of SVD decomposition is the dense matrix, but the actual
user-item scoring matrix is very sparse. It takes up huge memory space to
complete a large sparse matrix into a dense matrix.
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2. In addition, the sparse matrix is usually converted into a dense matrix through
completion. In most cases, the average score is used, which would make the
errors occur due to the different users or items.

3. Decomposing a matrix into three matrices using the SVD method is time-
consuming, which greatly reduces the efficiency and real-time performance of
the recommendation system.

Therefore, when faced with the computational efficiency of traditional SVD, the
model of BiasSVD was proposed.

It is known that for any matrix, there is an approximate matrix Rf with an op-
timal rank of f , which can be expressed as the product of two matrices Pm×f and
Qf×n.

Figure 3. Decomposition of matrix approximation into the product of two matrices

Then there is the same decomposition in the user-item scoring matrix. The
decomposition of this matrix is represented by the product of matrix P and matrixQ:

Rm×n = Pm×f •Qf×n, f < m, n. (12)

Assume that the known score is represented by rij and the missing score is
represented by r̂ij. Therefore, unknown scores can be calculated using formula (13):

r̂ui = pu • qi. (13)

Among them, pu is the element corresponding to the uth user in the user score
matrix, and qi is the element corresponding to the ith item in the project score
matrix.

In the usual scoring system, there are usually three aspects of biasing factors:

1. Some factors that are not related to users or items;

2. The user has some factors that are not related to the item. For example, some
users have low scores for all items, this factor is called user bias;

3. The item contains some user-independent scoring factors. If the quality of the
item itself is not good, it will directly lead to the user’s low score. This factor
is called item bias.

BiasSVD is an improved version of the recommendation algorithm for optimizing
the SVD method based on the above three bias factors [24]. After adding the bias,
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the prediction formula for the missing item score is:

r̂ui = u+ bu + bi + pu • qi. (14)

The average score of all user-item scoring matrices is u, the user deviation item
of the ith user is bi, and the item deviation item of the uth item is bu. When the
matrix is decomposed, the product of P and Q plus the bias item is fitted to the
value in the user-item scoring matrix by training. Using the mean square error as
the cost function, the formula for optimization is:

J =
1

2

∑
u,i

(rui − µ− bu − bi − pu · qi)2 . (15)

To prevent overfitting, add a regularization item to the loss function, so the
formula for the objective function is:

J =
1

2

∑
u,i

(rui − µ− bu − bi − pu · qi)2 +
1

2
λ
(
bu

2 + bi
2 + ∥ qi ∥2 + ∥ pu ∥2

)
. (16)

The parameters are optimized by a gradient descent method. Finding the partial
derivative of each parameter,

eui = rui − µ− bu − bi − pu · qi

⇒



∂J
∂bu

= −eui + λbu,

∂J
∂bi

= −eui + λbi,

∂J
∂pu

= −euiqi + λpu,

∂J
∂qi

= −euipu + λqi.

(17)

The updated formula for each parameter is:
bu := bu + η(eui − λbu),

bi := bi + η(eui − λbi),

pu := pu + η(euiqi − λpu),

qi := qi + η(euipu − λqi).

(18)

The p, q, and other parameters can be obtained through several iterations,
thereby performing micro-directional propagation to the target user.

4 EXPERIMENT

The experiment was divided into two parts. The first part is the SVD algorithm
based on the user OCEAN model, and the second part is the BiasSVD algorithm
based on the user OCEAN model.
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4.1 SVD Algorithm Based on User OCEAN Model

To test the effectiveness of the algorithm improvement, the entire user space and
20% of the movie score data of each cluster were respectively set to 0, by compar-
ing the difference between the predicted value of the test data and the actual score
value. Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and model
running time were used as the evaluation indicators [25, 26]. The verification of
the algorithm is completed by comparing the results of this experiment with the
results of collaborative filtering without adding the OCEAN model. Validated indi-
cators include the sparsity of the matrix, the running time of the recommendation
algorithm, RMSE, and MAE [27].

Before the prediction experiment, a parameter needs to be determined first:
percentage (the threshold for the proportion of the sum of squares of the singular
values). In the process of finding the best parameters, the value of RMSE is used
as a measure.

The experiment process was divided into three steps:

1. Clustering of users based on the OCEAN model;

2. The RMSE, MAE, sparsity, and running time of the recommendation algorithm
were calculated in the entire user space;

3. The RMSE, MAE, sparsity, and running time of the recommendation algorithm
were computed in each class cluster separately.

The cluster center and the number of centroids need to be determined before the
experiment. In this experiment, some microblog users with high traffic and different
tags were manually designated as cluster centers, and the number of cluster centers n
was assumed to be 6.

Here are the specific steps of the experiment:

1. Determine the optimal percentage value.

Before making a prediction, the optimal ‘percentage’ value is determined firstly,
that is, the ratio of the reserved features. The ‘percentage’ and k are propor-
tional. The value of the ‘percentage’ can be used to calculate the specific value
of the dimension k to which the matrix is lowered. The formula is as follows:∑k

i=1 σ
2
i∑m

i=1 σ
2
i

≥ percentage. (19)

In this experiment, the overall user group and each cluster were tested by dif-
ferent ‘percentage’ values. The experimental results show the RMSE values
corresponding to each ‘percentage’ after matrix decomposition. All users’ repre-
sents the result analysis of the recommendation in the entire user space without
considering the user OCEAN model. “Class cluster i” represents the result of
recommending the user within the cluster after clustering by the OCEAN model.
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Each cluster and the entire user space are compared in the coordinate system,
as shown in Figure 4.

Figure 4. Different percentage values correspond to the experimental results

As can be seen from the results in Figure 4, the RMSE in class cluster 0 is
about 0.07, higher than the RMSE of the entire user space, and the RMSE in
other clusters is smaller than the RMSE of the long user space. Furthermore,
the optimal RMSE averaging for all clusters is 0.88155, which is less than the
optimal RMSE value of 0.96526 for the entire user space, demonstrating the
effectiveness of adding the user OCEAN model to the recommendation process.

Meanwhile, as the ‘percentage’ value increases, the RMSE value shows a slight
increase after the first drop. This is because, in general, retaining about 80% of
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the singular value can cover all the features of the matrix. When the proportion
of feature retention is too small, all the features cannot be extracted by singular
value decomposition, resulting in low accuracy of recommendation; when the
feature retention ratio is too large, the matrix information contains too many
hidden features, which affects recommendation accuracy. Therefore, according
to the experimental results, the best “percentage” value is between 0.75 and
0.85. In the subsequent experiments, use ‘percentage’ = 0.8.

2. Comparison of SVDs incorporating OCEANmodels with SVDs without OCEAN
models.

This experiment uses the best parameter obtained from the above experimental
results to analyze the ‘percentage’ = 0.8. The SVD-based collaborative filtering
results are compared with traditional item-based collaborative filtering (CF)
results in the entire user space and each cluster.

4.2 BiasSVD Algorithm Based on User OCEAN Model

To test the effectiveness of improvement, each user-space was divided into the train-
ing set and test set respectively, with the proportion of the training set at 80%
and the test set at 20%. By calculating the difference between the predicted value
and the actual score value of the test data in the test set, the indexes (RMSE and
MAE) of measuring the accuracy of the prediction were obtained. The results of
this experiment were compared with those of BiasSVD without the OCEAN model
to verify the improvement. The following are the specific steps of the experiment:

1. To determine the rank after matrix decomposition.

Before the prediction of item scoring, the rank after matrix decomposition,
namely the dimension f of the eigenvector, should be determined first. When
calculating the optimal value of the eigenvector f , experiments were conducted
on the data with and without regularization items, respectively. In this experi-
ment, RMSE was used as an indicator to measure the accuracy of results.

The experiment was divided into two groups. One group is the RMSE value of
all user space without considering the user OCEAN model. The above results
are compared and shown in the coordinate system, as shown in Figure 5.

The other group is the RMSE value of users who are clustered based on the
user OCEAN model. The average value of all cluster results is taken as the
experimental results of the second group. As the number of users of each class
cluster is different, the formula for calculating the f value is as follows:

f = number× ratio. (20)

In the formula, “number” represents the number of users in the class cluster,
“ratio” (%) represents a ratio, and the value multiplied by two values represents
the value of f . In Figure 6, the value of the ratio is taken as the horizontal
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Figure 5. Effect of feature vector dimension f on the entire user space

coordinate, and RMSE’s change trend along with the eigenvector dimension is
represented on the graph, as shown in Figure 6.

Figure 6. Effect of feature vector dimension on clusters

In general, the more dimensions of the eigenvector set, the more information
can be obtained from the data, so the result is more accurate. However, it
can be seen from the experimental results in Figures 5 and 6 that the RMSE
value decreases with the larger f value regardless of the presence or absence of
the regular item. When the regular item is added, the RMSE curve reaches
its lowest point when the f value is about 40 (ratio (%) is about 2), and
then the curve rises slightly and the model appears the overfitting phenomenon.
Without the regular item, the RMSE value reaches its lowest point much ear-
lier.

Therefore, it can be seen that the regular item can avoid the phenomenon of
overfitting to a certain extent. Then in the following experiment, the influence
of regularization parameters on experimental results will be judged by changing
the value of regularization parameters.
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It can also be seen from Figure 4 that the RMSE value of the OCEAN model
without considering users is between 0.82 and 0.88, while that of the OCEAN
model without considering users is between 0.74 and 0.8, which proves the ef-
fectiveness of the experimental improvement.

2. To determine the best regularization parameter value for experimental results.

In this experiment, the user-item scoring matrix obtained from all users’ data
is used to select regularization parameters in the case that other parameters
remain unchanged, and the regularization parameter is increased from 0 to
0.1 to determine the best regularization parameter value for experimental re-
sults.

The changing trend of RMSE with the regularization parameter is shown in the
graph, as shown in Figure 7.

Figure 7. Selection of regularization parameters

According to the curve, the RMSE value of the model first decreases with the in-
crease of regularization parameters within the range of 0-0.04 and then increases
with the increase of the regularization parameter. Therefore, when the regular-
ization parameter is too small, the system appears to have the phenomenon
of overfitting. When the regularization parameter is large, the system is under-
fitted. Based on the above experiments, the value of the regularization parameter
was set as 0.05 in the following experiments.

4.3 Evaluation

The evaluation index is used to evaluate whether the recommended item in the
micro-directional content distribution system is consistent with the item of interest
to the user, that is, the index for evaluating the accuracy of the recommendation
is high enough, which represents the performance of the system. To judge the
accuracy of the prediction of this experiment, root means square error (RMSE) and
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mean absolute error (MAE) were taken as two of the evaluation indicators.

RMSE =

√
1

|R|
∑

(i,p)∈R

(Pi,p −Ri,p)
2, (21)

MAE =
1

|R|
∑

(i,p)∈R

|Pi,p −Ri,p|. (22)

P (i, p) represents the score of user p to item i estimated by the micro-directional
propagation algorithm, R(i, p) represents the actual user p scoring the item i. R rep-
resents the estimated number of items included. A smaller RMSE indicates a higher
score accuracy for the prediction. The same as MAE.

The sparser the matrix, the less information is passed in the matrix, which can
reduce the accuracy of the scoring of the item. Therefore, the experiment regarded
the sparseness of the matrix as one of the evaluation criteria. Under the condition
of ensuring prediction accuracy, the high efficiency of the recommendation system
is also an important index. Therefore, the running time is also taken as one of the
evaluation indexes of the model. The sparsity and running time of the experiment
are taken as the other two evaluation indicators of this experiment.

The sparsity of the user-item scoring matrix can be used to measure whether
the data of the matrix is sufficient. The greater the sparsity, the more elements are
missing in the matrix, the sparser the matrix, and vice the denser the matrix. The
calculation of matrix sparsity is as shown in Equation (23):

sparsity =
The number of 0 in the score matrix

Number of users× number of movies scored
. (23)

5 RESULT

5.1 SVD Results

Experimental results include RMSE, MAE, run time, and matrix sparsity. The
results are shown in Table 3.

The results are as follows:

1. Sparsity change of the matrix: Before and after adding the user OCEAN model,
the sparsity of the matrix decreased from 99.44% to 92.64% to 98.75%, down
from 0.69 to 6.8 percentage points.

2. Runtime change: Using the SVD-based collaborative filtering method, running
time went down from 21.17600 to 0.01200 ∼ 4.37200 before and after joining
the user OCEAN model, about 0.57% ∼ 20.65% of the original value; using the
traditional collaborative filtering method, the running time decreased ranges
from 11.04798 to 0.000598 ∼ 2.05598 before and after adding the user OCEAN
model, about 0.05% ∼ 18.61% of the original value.
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All Class Cluster
Users 0 1 2 3 4 5

Number of users 2012 202 391 260 599 245 315
Sparsity 99.44% 97.44% 98.75% 98.11% 98.70% 92.64% 97.56%
Running time(s) (SVD) 21.176 0.012 2.703 0.110 4.372 0.013 0.613
Running time(s) (CF) 11.047 0.005 1.808 0.085 2.055 0.005 0.206
RMSE (SVD) 0.965 0.972 0.920 0.749 0.837 0.958 0.851
RMSE (CF) 0.988 0.995 0.954 0.821 0.884 0.979 0.885
MAE (SVD) 0.747 0.691 0.706 0.644 0.697 0.746 0.650
MAE (CF) 0.802 0.754 0.759 0.698 0.741 0.784 0.709

Table 3. Comparison of experimental results between improved algorithm and traditional
algorithm

3. RMSE value change: Using the SVD-based collaborative filtering method, the
RMSE value was 0.96526 before joining the user OCEAN model, when adding
the user OCEAN model, in addition to cluster class 0 being elevated to 0.97216,
the remaining clusters were decreased, the mean value was 0.881548, with an av-
erage decline of 8.67%; Using the traditional collaborative filtering methods, the
RMSE value was 0.98852 before joining the user OCEAN model, after adding
the user OCEAN model, in addition to cluster 0 elevated to 0.99549, the re-
maining clusters were decreased, the mean value was 0.920187, with the average
decline was 6.91%.

4. MAE value change: Using the SVD-based collaborative filtering method, the
MAE value decreased from 0.74766 to 0.64454 ∼ 0.74624, the mean value was
0.689535, with the average decline being 7.78%; and using traditional collabora-
tive filtering method, MAE value decreased from 0.80254 to 0.69825 ∼ 0.78428,
the mean value was 0.741338, with the average decline was 7.63%.

5.2 BiasSVD Results

This experiment was conducted based on the optimal parameters from the above
two experimental results. The clustering was carried out based on the user OCEAN
model, and the SVD collaborative filtering method and BiasSVD collaborative fil-
tering method were used for the experiment, respectively. The experimental results
included RMSE, MAE, running time, and matrix sparsity. The results are shown
in the Table 4.

The results are as follows:

1. Sparsity change of the matrix: Before and after adding the user OCEAN model,
the sparsity of the matrix decreased from 99.44% to 92.64% to 98.75%, down
from 0.69 to 6.8 percentage points.

2. Runtime change: Using the BiasSVD-based collaborative filtering method, run-
ning time went down from 10.588 to about 0.006 ∼ 2.186 before and after
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All Class Cluster
Users 0 1 2 3 4 5

Number of users 2012 202 391 260 599 245 315
Sparsity 99.44% 98.11% 98.75% 97.44% 98.70% 92.64% 97.56%
time(s) (SVD) 10.588 0.055 1.352 0.006 2.186 0.006 0.306
time(s) (BiasSVD) 0.983 0.042 0.087 0.003 0.115 0.002 0.064
RMSE (SVD) 0.965 0.962 0.920 0.759 0.837 0.958 0.851
RMSE (BiasSVD) 0.948 0.950 0.900 0.748 0.815 0.929 0.824
MAE (SVD) 0.741 0.691 0.706 0.644 0.697 0.746 0.650
MAE (BiasSVD) 0.728 0.720 0.728 0.654 0.708 0.765 0.672

Table 4. Regularization parameter selection table

joining the user OCEAN model, about 0.06% ∼ 20.65% of the original value;
using the BiasSVD-based collaborative filtering method, the running time de-
creased ranges from 0.98399 to 0.002 ∼ 0.11599 before and after adding the user
OCEAN model, about 0.41% ∼ 11.79% of the original value.

3. RMSE value change: Using the SVD-based collaborative filtering method, the
RMSE value was 0.96528 before joining the user OCEAN model, when adding
the user OCEAN model, the mean value was 0.881548, with an average decline
of 8.67%; Using the BiasSVD-based collaborative filtering methods, the RMSE
value was 0. 94847 before joining the user OCEAN model, after adding the
user OCEAN model, in addition to cluster 0 elevated to 0.95075, the remaining
clusters were decreased, the mean value 0.861522, with the average decline, was
9.17%.

4. MAE value change: Using the SVD-based collaborative filtering method, the
MAE value decreased from 0.74766 to an average value of 0.689535, with the
average decline being 7.03%; and using the BiasSVD-based collaborative filter-
ing method, MAE value decreased from 0.72895 to an average value 0.70839,
with the average decline was 2.82%.

6 DISCUSSION

6.1 The Comparison Between the SVD Algorithm
with and without the OCEAN Model

It can be seen from the above results that the values of RMSE and MAE are cor-
respondingly reduced, and the improved prediction effect is better after adding the
user’s OCEAN model in the traditional collaborative filtering method or the collab-
orative filtering based on SVD, compared with the result of collaborative filtering
without adding the user OCEAN model. This is because the experiment considers
the user’s personality factor and clusters users with similar personalities into a clus-
ter. These users have more similar preferences for movies, so the accuracy of the
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predictions is higher, making the recommended movies more in line with the user’s
preferences.

And after clustering according to the user’s OCEAN model, the sparsity of the
user-item scoring matrix of each cluster is lower than before clustering.

Improvements have also been made in the runtime of the recommendation sys-
tem, and after a user cluster of similar personalities, it has a faster recommendation
speed. As the number of system users expands, the number of users and items
increases substantially, and the search and recommendation time become longer in
the entire user space. However, the method proposed in this paper only needs to
cluster according to the user’s personality. When the target user arrives, it judges
the cluster where he is located and then searches in smaller user space, the running
time becomes shorter, and the efficiency of the micro-directional communication
system is improved.

Although the recommendation time of traditional collaborative filtering is short-
er than the recommendation time based on SVD collaborative filtering, the recom-
mendation effect of SVD-based collaborative filtering is better from the RMSE and
MAE indicators.

6.2 The Comparison Between SVD-Based and BiasSVD-Based Algorithm

Compared with the SVD-based collaborative filtering algorithm, the RMSE and
MAE of the BiasSVD-based collaborative filtering algorithm are smaller, with better
accuracy and much improved time efficiency. And according to the results of Table 4,
the RMSE and MAE across the user space are higher than the RMSE and MAE for
each class cluster, which also verifies the improvement of adding the OCEAN model
in recommendation time and recommendation efficiency.

7 CONCLUSION AND PERSPECTIVE

This paper introduces a collaborative filtering method based on SVD, then proposes
a method of collaborative filtering based on user OCEAN model clustering. In the
experiment, the traditional collaborative filtering method, SVD-based collaborative
filtering, and BiasSVD-based collaborative filtering were used to recommend users,
and the proposed model was compared with the collaborative filtering model without
considering the user personality model. It is verified that after adding the user’s
OCEAN model, a certain optimization effect can be obtained in the collaborative
filtering method.

In this paper, the improved micro-directional propagation algorithm is tested.
Then the parameters of the algorithm are optimized and compared with the basic
algorithm before the improvement. It is proved that the algorithm of this paper has
a certain improvement in the sparseness of the scoring matrix, the recommendation
speed and the recommendation accuracy, which not only illustrates the importance
of the user’s personality model in the micro-directional communication system but
also improves the performance of the micro-directional propagation system.
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For the micro-directional transmission system, the model research that combines
the user’s OCEAN model and the micro-directional transmission system has not
been widely carried out. This paper makes a preliminary exploration of the research
of this model. In addition, in the following two aspects, further research can be
produced in the future:

1. In the study of user OCEAN model recognition, in addition to text feature
information, some non-text feature information, such as pictures, videos, etc.,
can be added.

2. Factors such as the user’s personality model and the popularity of the item
will change over time. When doing micro-targeted communication, a timestamp
factor is added to the user and the item.
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