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Abstract. Class imbalance problem in datasets can lead to biased classification de-
cisions in favor of majority class samples. Additionally, class overlap can cause fuzzy
classification boundaries, affecting the performance of classification algorithms. To
address these issues, we propose a hybrid sampling method based on conditional
tabular generative adversarial network (CTGAN) and K-nearest neighbor (KNN)
algorithm. Firstly, we introduce an oversampling algorithm, named DB-CTGAN,
based on CTGAN. This algorithm filters noisy and boundary samples using the
density-based spatial clustering of applications with noise (DBSCAN) clustering al-
gorithm and generates synthetic samples that conform to the real data distribution
using CTGAN. Finally, we combine the expanded fraudulent samples generated by
DB-CTGAN with the normal samples and use the KNN overlap undersampling
algorithm to remove the samples in the overlap region, solving the class overlap
problem. Experimental results show that compared with eight sampling methods
using four standard classification models (Random Forest, Decision Tree, Support
Vector Classification, and XGBoost), the proposed method significantly improves
the F1, AUC, and G-mean metrics on five real datasets.
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1 INTRODUCTION

Credit card fraud not only causes losses to individuals and financial institutions,
but also jeopardizes the healthy development of the credit card industry. Accu-
rate detection of fraudulent transactions is important to protect the interests of
consumers and financial institutions. Currently, machine learning and data min-
ing [1, 2, 3, 4, 5, 6], among others, are the dominant techniques for credit card fraud
transaction detection. These techniques view fraud detection as a binary classifica-
tion problem. However, the number of normal transactions in credit card transaction
data is usually much higher than the number of fraudulent transactions, i.e., there
is an imbalance problem in the dataset. The class imbalance problem affects the
performance of fraud detection algorithms by biasing the classification results to-
ward the majority class samples at the expense of the classification accuracy of the
minority class samples. The harm arising from misidentifying fraudulent transac-
tions is much greater than the harm arising from misidentifying normal transactions.
Therefore, the accurate identification of minority class samples is more important
in the field of fraud detection.

Several solutions have been proposed to solve the class imbalance problem,
mainly divided into data-level methods and algorithm-level methods [7]. The data
level focuses on data preprocessing operations to construct balanced datasets mainly
through resampling techniques. The algorithm level is used to improve the recog-
nition accuracy of classification algorithms for minority classes of samples by con-
structing new algorithms or improving existing algorithms. The algorithm-level
approach requires in-depth knowledge of classification algorithms and loss func-
tions, which are less applicable [8]. In contrast, data-level methods are independent
of classification algorithms, which are more generalizable and easier to implement.
Therefore, this paper focuses on data-level methods.

Credit card data is a type of tabular data that contains both data variables and
categorical variables. However, traditional data-level methods such as oversampling
and undersampling create new problems when resampling credit card data. For
instance, the synthetic data generated by oversampling does not reflect the true data
distribution well, while undersampling tends to lose some important information.
To address these problems, Generative Adversarial Network (GAN) [9] has been
proposed as a new perspective for solving class imbalance problems [10]. GAN-
based oversampling methods can capture the distribution characteristics of the input
data and generate synthetic data that approximates the real data, thus avoiding
the problems of insufficient data diversity and overfitting that exist in traditional
sampling algorithms. However, GAN is not a good solution to the problems such as
class overlap and noise that exist in imbalanced datasets [11].

In credit card transactions, fraudsters constantly vary their fraudulent behavior
to make it as identical as possible to the normal transaction behavior, resulting in
a blurred boundary between normal and fraudulent transactions and causing class
overlap in the dataset. The class overlap problem can lead to fuzzy classification
boundaries and deteriorating classifier performance. In addition, there is a noise
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problem in the credit card dataset, and noisy data can affect the classification per-
formance of the classifier.

To address the problems of class overlap and noise in imbalanced credit card
datasets, we propose a hybrid sampling algorithm based on CTGAN and KNN:
HS-CGK. First, we designed a CTGAN-based DB-CTGAN sampling algorithm to
construct the balanced dataset, and then used the KNN overlap undersampling
algorithm to remove the majority class samples in the overlap region. Our main
contributions are summarized as follows:

• We designed an oversampling algorithm DB-CTGAN for table data generation.
Firstly, we used the DBSCAN clustering algorithm to filter the noisy samples and
boundary samples in the dataset, and then used CTGAN to learn the minority
class samples after filtering, and generate synthetic samples conforming to the
real data distribution.

• The DB-CTGAN oversampling algorithm solves the imbalance problem in the
dataset but it can aggravate the class overlap phenomenon and cause the classifi-
cation boundary to be blurred. To eliminate the negative effects of class overlap,
we proposed to use the KNN overlap undersampling algorithm to remove most
of the class samples in the overlap region.

• We evaluated the performance of the proposed HS-CGK method. Experimental
results on four commonly used fraud detection models, RF, DT, SVM, and
XGBoost, show that the HS-CGK algorithm achieves optimal results on the F1,
AUC, and G-mean metrics.

The rest of the paper is organized as follows: Section 2 discusses the existing
class imbalance treatment methods. Section 3 introduces the basic principles of
CTGAN. Section 4 presents the proposed HS-CGK sampling method. Section 5
describes the experimental methods used to evaluate the performance of the HS-
CGK algorithm. Section 6 analyzes and discusses the experimental results. Finally,
Section 7 summarizes the work presented in this paper.

2 RELATED WORK

Various methods have been proposed to address the class imbalance problem in
machine learning, mainly focusing on data-level processing methods such as under-
sampling, oversampling, and hybrid sampling [12]. In this section, we review some
of the most commonly used methods in each category.

2.1 Undersampling

The undersampling method balances the dataset by removing some of the majority
class samples [13]. Random undersampling is the most common type of undersam-
pling algorithm, which randomly selects some majority class samples and combines



216 X. Zhao, S. Guan, Y. Xue, H. Pan

them with the original minority class samples to form a balanced dataset [14]. How-
ever, this approach results in the loss of useful information in the majority class
samples. To address this problem, Vuttipittayamongkol and Elyan [8] proposed
a neighborhood-based undersampling framework, which identifies and eliminates
negative samples in overlapping regions by introducing four different knn-based
methods. Feng et al. [15] designed a new clustering undersampling method by im-
proving the SBC algorithm, which achieves undersampling by selecting a different
number of majority class instances from different clusters. Zheng et al. [16] proposed
a three-stage undersampling framework that removes noisy and unrepresentative
samples from the majority class, resulting in improved classification performance
for imbalanced data. However, on datasets with severe imbalance problems, this
method may delete too many majority class samples, resulting in a lack of data
problem that affects the generalization ability of the classifier.

2.2 Oversampling

The oversampling method balances the dataset by generating a sufficient number
of minority class samples [17]. Random oversampling is the most commonly used
oversampling method, which randomly selects some minority class samples for repli-
cation and then combines them with the original majority class samples to form
a balanced dataset. However, this method is prone to overfitting problems [15].
To address this, Chawla et al. [18] proposed the synthetic minority oversampling
technique (SMOTE) algorithm, which synthesizes new minority class samples by in-
terpolating adjacent minority class samples. SMOTE solves the overfitting problem
of random oversampling, but it may lead to sample overlap and noise. To address
these drawbacks, several SMOTE-based variants have emerged. For instance, Han
et al. [19] proposed the Borderline-SMOTE algorithm, which synthesizes new sam-
ples by following the boundary lines of a few classes of samples. Arafa et al. [20]
proposed a Reduced Noise-SMOTE (RN-SMOTE) that introduces noisy oversam-
pled synthetic samples in a minority class using SMOTE, then applies the DBSCAN
algorithm for noise detection and removal, and finally uses SMOTE again to bal-
ance the dataset. Li et al. [21] proposed the filter-based oversampling algorithm
SMOTE-NaN-DE, which generates a minority class of samples using the SMOTE
algorithm and then detects boundary and noise samples based on the natural neigh-
bor error detection technique, using a differential evolutionary algorithm to adjust
their location. Although the above methods improve the boundary and noise prob-
lems of imbalanced datasets, the generated new samples do not always restore the
distribution properties of the original samples.

2.3 Hybrid Sampling

The hybrid sampling method combines the advantages of both undersampling and
oversampling methods, and the basic idea is to increase the minority class samples
while removing the majority class samples to obtain a balanced data set [22]. Some
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researchers have proposed hybrid sampling algorithms that can solve the class im-
balance and class overlap problems. For instance, Xu et al. [23] proposed a hybrid
sampling algorithm RFMSE for solving the imbalanced data classification problem
in medical diagnosis. The algorithm uses Misclassification-oriented Synthetic minor-
ity over-sampling technique (M-SMOTE) algorithm to add minority class samples
and Edited nearest neighbor (ENN) to remove noisy data in majority classes. Addi-
tionally, Wang et al. [24] proposed a hybrid sampling algorithm ESMOTE+SSLM,
which selects a minority class sample close to the classification boundary for over-
sampling by ESMOTE, while SSLM is used to remove the majority and minority
class instances that exceed the learning boundary. However, these methods are not
adapted to the generation of high-dimensional data.

2.4 GAN

Recently, the GAN has shown great potential in generating synthetic samples that
match the distribution of real data [25]. The GAN-based oversampling method
provides a new way of thinking to solve the class imbalance problem. For exam-
ple, Mottini et al. [26] proposed a method for generating Passenger Name Records
(PNR) that match the distribution of real data using GAN. Similarly, Rath et al. [27]
proposed an integrated model based on long short-term memory (LSTM) and GAN
to solve the class imbalance problem in disease prediction data, where GAN is used
to generate samples that match the distribution of real data and LSTM model is
used for disease prediction. Moreover, Engelmann and Lessmann [28] proposed an
oversampling method based on conditional Wasserstein GAN to solve the class im-
balance problem in credit card scoring. In addition, Lei et al. [29] proposed an
imbalanced generative adversarial fusion network (IGAFN) to deal with the class
imbalance problem in credit card transaction data. Compared with traditional meth-
ods, GAN-based oversampling can better learn the data distribution and generate
synthetic samples that match the real data distribution, thus better solving the
class imbalance problem. However, this method does not take into account the class
overlap problem that exists in imbalanced data sets [11].

To address the class overlap problem in GAN-generated data, Zhu et al. [11]
proposed a hybrid sampling algorithm based on GAN, which uses GAN to gener-
ate an initial balanced dataset and a novel adaptive neighborhood-based weighted
undersampling method to remove the overlapping samples from the generated and
original samples. This method can solve the class overlap problem in GAN-generated
data. However, it does not consider noisy data in imbalanced datasets and is not
applicable to the generation of tabular data.

In this paper, we devised an oversampling algorithm (DB-CTGAN) grounded in
CTGAN. This algorithm incorporates the DBSCAN clustering technique to elimi-
nate noisy and boundary samples, and subsequently leverages CTGAN to generate
synthetic samples that adhere to the authentic data distribution. Subsequently, we
blend the expanded fraudulent samples obtained through DB-CTGAN with nor-
mal samples, and employ the KNN overlap undersampling algorithm to eliminate
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samples within the overlapping region, effectively resolving the issue of class over-
lap.

3 CONDITIONAL TABULAR GENERATIVE
ADVERSARIAL NETWORK

CTGAN is a GAN-based generative model designed for modeling and sampling dis-
tributions of tabular data [30]. Before introducing CTGAN, let us first introduce
GAN. GAN is a deep learning model for data synthesis that consists of two net-
works: generator and discriminator. The classical GAN model structure is shown
in Figure 1.

Figure 1. Structure of a typical GAN

Among them, the generator generates synthetic samples that are as close as
possible to the real data distribution by learning the distribution pattern of the
input samples, and the discriminator distinguishes the generated samples from the
original ones. During the training process, the two networks play competitively with
each other to finally reach a balance and generate new samples that match the real
data distribution [9]. The loss function of the GAN is defined as:

min
G

max
D

V (G,D) = Ex∼Pr{log[D(x)]}+ Ez∼Pz{log[1−D(G(z))]}, (1)

where x represents real sampling, Pr represents the real sampling distribution, z rep-
resents random noise, Pz represents random noise distribution, G(z) represents fake
sample data generated by generator G, and D(·) represents the output value of the
discriminator D.

GAN is mainly used for data generation in the context of unstructured data
(e.g., images) and is not applicable to the expansion of tabular data [28]. CTGAN
is an improvement on the GAN architecture to solve the problem of synthesizing tab-
ular data. CTGAN uses mode-specific normalization to overcome the non-Gaussian
and multimodal distribution of continuous columns. Specifically, CTGAN uses the
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variational Gaussian mixture model (VGM) [31] to estimate the number of modes in
each continuous column and to fit a Gaussian mixture. For each value in a continu-
ous column, the probability that it comes from each mode is also calculated. Then,
a random pattern is selected from the given patterns and normalized using that
pattern. After normalization, the importance of the sample in its chosen Gaussian
distribution is denoted by α [32], as shown in Equation (2):

αi,j =
ci,j − ηn
4Φn

, (2)

where αi,j is the normalized value of column i and row j, ci,j is the value of column i
and row j, ηn is the nth mode in column i, and Φn is the standard deviation of
the nth Gaussian distribution in column i.

CTGAN uses a conditional generator and training by sample to deal with the
imbalance of classification columns. First, CTGAN encodes each column and cat-
egorical variable in the tabular data into conditional vectors. These conditional
vectors are sampled according to the log frequency of the categories to ensure that
rare categories are sampled uniformly. Then, the conditional vector is used as the
input of the generator [33], which enables the generated samples to cover the entire
category space, thus better solving the imbalance of classification columns.

In addition, CTGAN incorporates the latest GAN training advances to improve
the stability of training and the quality of generated samples. By adopting WGAN-
GP [34] as the loss function of GAN and introducing the gradient penalty technique,
CTGAN can better avoid the vanishing gradient problem during training and gener-
ate more realistic samples. The WGAN-GP loss function is shown in Equation (3):

L = EG(z)∼Pg [D(G(z))]− Ex∼Pr [D(x)] + λEy∼Py

[
(||∇yD(y)|| − 1)2

]
, (3)

where Pr and Pg represent the distributions of the real and generated data, λ repre-
sents the multiplicative gradient coefficient, and y is the sample linearly interpolated
to the real data x.

To overcome the mode collapse problem, the critic structure of CTGAN uses
the PacGAN [35] framework with the generator network structure G(z, cond) [30]
as: 

h0 = z ⊕ cond ,

h1 = h0 ⊕ ReLU(BN(FN|cond |+|z|→256(h0))),

h2 = h1⊕ ReLU(BN(FN|cond |+|z|+256→256(h1))),

α̂i = tanh(FC|cond |+|z|+512→1(h2)),

β̂i = gumbel0.2(FC|cond |+|z|+512→mi
(h2)),

d̂i = gumbel0.2(FC|cond |+|z|+512→|Di|(h2)),

(4)

where z represents the random noise and cond represents the conditional probability.
In the generator, CTGAN uses a batch normalization and relu activation function
to generate synthetic row representations after two hidden layers using a hybrid
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activation function. The scalar value α̂i is generated by tanh, and the pattern
indicator β̂i and the discrete value d̂i are generated by gumbel softmax.

The critic (pac size of 10) network structure C(r1, . . . , r10, cond1, . . . , cond10)
[30] is given by: 

h0 = r1 ⊕ · · · ⊕ r10 ⊕ cond1 ⊕ · · · ⊕ cond10,

h1 = drop(leaky0.2(FC10|r|+10|cond |→256(h0))),

h2 = drop(leaky0.2(FC256→256(h1))),

C(.) = FC256→1(h2),

(5)

here, ri represents an example. CTGAN uses the leaky ReLU function and dropout
on each hidden layer in the discriminator.

Credit card data is a type of high-dimensional tabular data that contains both
data and classification information. Based on the above concept, CTGAN can ef-
fectively learn the distribution of credit card data and generate synthetic samples
that match the real data distribution.

4 METHODS

The detection of credit card fraud transactions requires building a model and as-
signing a class label to each user based on the attributes of the credit card user.
Suppose we have a dataset T with n transactions:

T = x1, x2, . . . , xn, yi, (6)

here, yi ∈ 0, 1 and xi represents the feature vector of each user. yi represents the
class label of each user. We determine the category yi of a user by building a
detection model D to learn the attributes xi of the user. User labels are classified
as normal and fraudulent, represented by 0 (normal) and 1 (fraudulent). The class
imbalance problem refers to the fact that one class of labels in yi is much more than
another class of labels. The class imbalance problem can affect the performance of
the classification algorithm.

CTGAN is a generative adversarial network for synthetic tabular data. It is able
to learn the distribution of complex data in a data-driven manner without relying on
any a priori assumptions, generating synthetic samples similar to the original data.
Based on CTGAN and KNN, we propose a hybrid sampling method for imbalanced
datasets, HS-CGK. Its structure is shown in Figure 2.

HS-CGK is a two-stage approach that employs DB-CTGAN, a CTGAN-based
oversampling technique, to tackle the challenge of class imbalance, along with KNN
overlapping undersampling to mitigate the presence of overlapping samples. Pre-
cisely, DB-CTGAN is utilized to learn the distribution of the original samples be-
longing to the minority class and generate synthetic samples that conform to the
real data distribution, thereby augmenting the minority class samples. Subsequently,
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Figure 2. HS-CGK structure diagram

the augmented minority class samples are integrated with the original majority class
samples, and the KNN overlap undersampling algorithm is employed to refine the
resulting training set by removing majority class samples located in the overlapping
region, yielding a training set characterized by distinct classification boundaries.
The DB-CTGAN oversampling algorithm executes the following specific steps to
address the imbalance in the original dataset: it leverages the DBSCAN clustering
algorithm to filter the original data and eliminate noise as well as boundary samples
from the minority class. It then employs the CTGAN algorithm to expand the mi-
nority class samples, employing a conditional generator that generates new samples
adhering to the actual sample distribution. The conditional generator incorporates
batch normalization and ReLU activation functions. Its working process is depicted
below.

First, the conditional generator learns the conditional distribution of the real
data:

Pg(row | Di∗ = k∗) = P (Di∗ = k), (7)

where k∗ represents the value from the ith discrete column Di
∗.

Next, the conditional generator constructs the original data distribution based
on the learned real data distribution:

P (row) =
∑
k∈Di∗

Pg(row | Di∗ = k∗)P (Di∗ = k). (8)

To improve training stability and the quality of generated data, CTGAN adopts
the discriminator structure of PacGAN and the loss function of WGAN-GP to ad-
dress the issues of mode collapse and gradient vanishing in GANs.
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The complete process of data processing by HS-CGK is illustrated in Figure 3.

a) Dataset with class overlap b) Noise and boundary sample detection

c) Minority class sample generation d) Removal of overlapping samples

Figure 3. Sample example

Figure 3 a) displays the unprocessed dataset, revealing the overlap of minority
class samples with majority class samples and the presence of noise. Figure 3 b)
shows the dataset after removing the noise and some boundary samples. It is ev-
ident that filtering the boundary and noise samples in the minority class samples
using the DBSCAN clustering algorithm allows for more representative samples
to be extracted. Figure 3 c) shows the dataset after CTGAN generates minority
class samples. It can be observed that the CTGAN-based oversampling exacerbates
the class overlap. Figure 3 d) depicts the dataset after removing the overlapping
samples. It is apparent that KNN overlap undersampling can eliminate most of
the class samples at the overlap boundary and make the classification boundary
clearer.

The structure of the DB-CTGAN model, proposed in the first phase of HS-CGK,
is illustrated in Figure 4.

The specific process of generating fraud samples using this model is outlined
below:

Step 1: The original dataset is divided into a training set Ttrain and a test set Ttest.
Ttrain is used to train the DB-CTGAN model and the classifier, while Ttest is
kept for evaluating the results.
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Figure 4. DB-CTGAN structure diagram

Step 2: The data in Ttrain are preprocessed, and the preprocessed data are further
divided into normal samples Tnormal and fraudulent samples Tfraud. Tnormal is
used to undersample the majority class samples, and Tfraud is used to oversample
the minority class samples.

Step 3: The minority class samples are partitioned into core points, boundary
points, and noise points using the DBSCAN clustering algorithm. Some bound-
ary and noise samples are filtered.

Step 4: The generator produces a set of fake samples based on the input condition
and random noise z. Then, the generated fake samples and the clustered and
normalized real samples are input to the critic C simultaneously. The parameters
of the critic are updated based on the error between them, to make the critic
more accurate for the input data.

Step 5: After training the critic, the parameters of C are fixed. When the generator
generates samples again, the samples are input to C, and the error is back-
propagated to the generator to update the generator’s parameters. This step
aims to generate samples closer to the real minority class samples.

Step 6: After n iterations of the DB-CTGAN network, the convergence trend of the
generator and critic’s loss function determines whether the DB-CTGAN network
has finished training.

Step 7: The trained DB-CTGAN model generates fraudulent samples Tnew with
similar distributions to the real samples.

Step 8: Mix the synthesized new sample Tnew with the original minority class sam-
ple Tfraud to get the new minority class sample set T ′

fraud.

Step 9: Mix the extended fraud sample T ′
fraud with the normal sample Tnormal to

balance the dataset and obtain the new balanced training set T ′
train.
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After oversampling with DB-CTGAN, the issue of class overlap persists. To
address this problem, the second stage of HS-CGK employs the KNN overlap un-
dersampling algorithm, which removes most samples from the overlap boundary.
KNN is a supervised classification algorithm that determines whether a sample be-
longs to a class based on whether the majority of the K most similar samples in
the feature space also belong to that class [36]. The KNN overlap undersampling
algorithm is presented in Algorithm 1.

Algorithm 1 KNN overlap undersampling

Require: The training set after CTGAN processing: Ttrain, number of nearest
neighbors: K, minimum count point for a minority class t (1 ≤ t ≤ K)

Ensure: The training set after removing overlaps: T ′
train

1: Split the training set Ttrain into normal transaction samples Tnormal and fraud-
ulent transaction samples Tfraud

2: for each sample x ∈ Ttrain do
3: Define x as the unknown sample and all samples except for x as the known

samples y
4: Calculate the distance d between x and all known samples y as d(x, y) =√∑n

i=1(xi − yi)2

5: Sort the distances between x and all known samples y in increasing order
6: Find the nearest K sample points Nk that are at the distance between x and

the unknown sample, Nk = x1, x2, . . . , xK

7: if xi ∈ Tfraud then
8: Count the number of minority class samples in Nk as m: m = m+ 1
9: end if

10: if m ≥ t then
11: Remove x from the training set Ttrain

12: end if
13: end for
14: Output the training set after removing overlaps: T ′

train

In Algorithm 1, the DB-CTGAN-balanced training set is first divided into nor-
mal transaction samples and fraudulent transaction samples (line 1). Next, each
sample is considered as an unknown sample and its distance to all known samples
is calculated (lines 2–4). Then, the K sample points with the smallest distance
from the unknown sample are identified, and the number of minority class samples
among the K nearest neighbors is counted (lines 5–9). If this number is greater than
or equal to a defined minimum count t belonging to a minority class, the point is
removed (lines 10–13). Finally, the algorithm outputs the training set T ′

train after
removing the overlap (line 14).

It is important to note that if all K nearest neighbors of an unknown sample are
majority class samples, the point will not be removed. Similarly, if the number of
minority class samples among the K nearest neighbors of the point is less than t, the
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point will not be removed. Therefore, the KNN overlap undersampling algorithm
only operates on the class overlap region.

5 EXPERIMENTAL SETTINGS

We conducted experiments to evaluate the effectiveness of HS-CGK in handling
imbalanced data, and compared it with traditional sampling methods and the latest
sampling methods in combination with various classification algorithms. We address
the following research questions:

RQ1: Is the performance of HS-CGK optimal compared to several classical methods
and current popular methods?

RQ2: How robust is HS-CGK for different classification algorithms?

RQ3: Does HS-CGK enhance the performance of different classification algorithms?

RQ4: Which classification algorithm in combination with HS-CGK is most suitable
for solving credit card fraud transaction detection?

5.1 Experimental Data and Evaluation Metrics

To evaluate the performance of HS-CGK in processing imbalanced datasets, we
selected four credit card imbalance datasets from UCI and a real credit card dataset
used in [37]. These datasets have varying numbers of features and imbalance rates,
and their detailed descriptions are provided in Table 1.

Dataset Instances Features Source Minority Majority IR

Australian 680 16 UCI 307 383 1.24
German 1 000 20 UCI 300 700 2.33
Taiwan 30 000 25 UCI 6 636 23 364 3.52
Bank 4 521 16 UCI 521 4 000 7.67
Europe 284 807 31 [37] 492 284 315 577.87

Table 1. Datasets Description

Table 1 provides a summary of each dataset, including its abbreviation, total
number of samples (instances), number of features, source, minority class, majority
class, and imbalance ratio (IR). For example, in the German dataset, there are
1 000 transaction records, each containing 20 features, where 300 and 700 represent
the number of fraudulent and normal transactions, respectively. The fraud rate is
therefore 30%, and the IR is 2.33. The Taiwan dataset consists of 30 000 credit
card customer records from April 2005 to September 2005. Among these, 6 636 are
late credit card payments and 23 364 are normal credit card payments, resulting in
a delinquency rate of 22% and an IR of 3.52. Both real datasets are typical examples
of imbalanced datasets.
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We used five performance evaluation metrics: accuracy, recall, area under the
curve (AUC) based on the receiver operating characteristic (ROC), F1, and G-mean.
These metrics are commonly used to evaluate algorithms dealing with imbalanced
datasets [11, 38].

5.2 Classifiers and Baseline Approaches

We used four different classifiers: RF, SVC, DT, and XGBoost to evaluate the per-
formance of HS-CGK, classical sampling methods, and the latest sampling methods.
All classification algorithms are implemented in the scikit-learn library on Python,
and their default parameters remain unchanged.

We compared the performance of original data, HS-CGK, and 8 other sampling
algorithms on different classifiers. All sampling algorithms are presented in Table 2.

Sampling Algorithms Detailed Information

NearMiss (NN) The positive sample with the smallest average dis-
tance from the N nearest negative samples is se-
lected.

SMOTE By randomly generating new samples on the concate-
nation between a minority of neighboring classes of
samples.

ADASYN The number of synthetic samples generated is de-
termined automatically based on the distribution of
each sample in the sample space.

SMOTETomek (ST) SMOTETomek is a hybrid method based on the com-
bination of Tomek link and SMOTE.

GAN The generator generates the data, the discriminator
discriminates the generated data from the original
data, and the two play against each other to obtain
a new sample that matches the real data distribution.

GAN+ Tomek (GT) GAN generates the data and Tomek link removes the
overlapping data.

CTGAN CTGAN is a tabular data generation model, details
of which are in Section 3.

CTGAN+Tomek (CTGANT) CTGAN generates the data and Tomek link removes
the overlapping data.

HS-CGK The method proposed in this paper.

Table 2. Sampling methods in the experiments

6 EXPERIMENTAL RESULTS DISCUSSION

In this section, we present a comparison of the performance of HS-CGK with several
classical and latest sampling methods and provide insights on its competitiveness
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and robustness across different classification models. This comparison allows us to
answer the research questions posed in Section 5.

6.1 Comparison of Classification Performance

The aim of the first module of our experimental study is to evaluate the perfor-
mance of HS-CGK compared to other methods (RQ1) and to analyze its robust-
ness on different classification models (RQ2). To achieve this, we measured the
F1, AUC, and G-mean metrics of the original dataset, the dataset processed by 8
sampling methods, and the dataset sampled by HS-CGK on 4 different classifiers.
Tables 3, 4 and 5 present the performance metrics for each dataset and classifier
combination.

Table 3 shows that HS-CGK ranked first in 11 out of 20 scenarios analyzed for
the F1 metric. Notably, HS-CGK ranked first in F1 for all four classifiers in the
German dataset. Although the F1 of HS-CGK on the SVC classifier was slightly
worse than the SMOTEmethod, it outperformed other sampling methods on the RF,
DT, and XGBoost classifiers. Meanwhile, Table 4 indicates that HS-CGK achieved
the best results in 15 out of 20 scenarios analyzed for the AUC metric, particularly on
the German and Bank datasets. Moreover, HS-CGK outperformed other sampling
methods on all four classifiers, including RF, DT, SVC, and XGBoost, as shown
in the experimental results. Table 5 further reveals that HS-CGK achieved the
best results in 15 out of 20 scenarios analyzed for the G-mean metric and showed
a more balanced performance across the four classifiers. In summary, HS-CGK
demonstrated optimal results in F1, AUC, and G-mean metrics, surpassing both
oversampling, undersampling, and hybrid sampling methods.

Furthermore, Tables 3, 4 and 5 reveal that HS-CGK performed better on RF,
DT, and XGBoost classifiers than other sampling methods. On the SVC classifier,
HS-CGK outperformed other sampling methods and achieved one best F1, three
best AUCs, and three best G-means. Notably, in the Europe dataset, the F1 of
HS-CGK was 0.7902, which is 6% better than the untreated dataset, while the F1
of the SMOTE method was only 0.1558, much lower than the untreated dataset.
This result indicates that HS-CGK has stronger stability and robustness than other
methods. Thus, HS-CGK outperforms both traditional and latest sampling meth-
ods on class-imbalanced datasets and shows robustness across classifiers of different
nature.

6.2 Comparison of Experimental Results with the Original Data Set

The purpose of the second module in this experimental study is to compare the per-
formance of the HS-CGK processed dataset with the original dataset using different
classifiers to evaluate whether it can improve the performance of various classifica-
tion algorithms (RQ3). The Australian dataset and the Taiwan dataset were selected
for the experiments, and the accuracy, recall, F1, and AUC of the original dataset
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and the dataset processed by HS-CGK on four different classifiers are presented in
Figures 5 and 6.

a) Random forests classifier b) Decision tree classifier

c) Support vector classifier d) XGBoost classifier

Figure 5. NONE vs. HS-CGK for Australian dataset

As shown in Figures 5 a) and 6 a), the experimental results of the original dataset
and the dataset processed by HS-CGK in the RF classifier indicate that the HS-
CGK dataset outperforms the original data in terms of accuracy, recall, F1, and
AUC for the Australian dataset, and for the Taiwan dataset, HS-CGK had a lower
accuracy but significantly improved recall, F1, and AUC. Similar results were ob-
served for DT and SVC classifiers, as shown in Figures 5 b), 6 b), 5 c), and 6 c).
Figures 5 d) and 6 d) show the experimental results on XGBoost classifier for the
original dataset and the dataset processed by HS-CGK, where HS-CGK outperforms
the original data in terms of recall, F1, and AUC metrics, but has lower accuracy.
It is important to emphasize that accuracy denotes the probability of correctly clas-
sifying a transaction among all transactions. Given that the credit card dataset is
characterized by class imbalance, even if all transactions are classified as normal,
the model’s accuracy would remain high. Evaluation of classification performance
in the presence of imbalanced data necessitates the consideration of diverse metrics
such as accuracy, recall, F1, and AUC. In both datasets, HS-CGK exhibited superior
performance compared to the original data across all four classifiers, as evidenced
by higher recall, F1, and AUC values. HS-CGK leverages the DB-CTGAN over-
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a) Random forests classifier b) Decision tree classifier

c) Support vector classifier d) XGBoost classifier

Figure 6. NONE vs. HS-CGK for Taiwan dataset

sampling algorithm to generate high-quality minority class samples, while the KNN
overlap undersampling algorithm removes majority class samples in the overlapping
region, resulting in a balanced dataset. This balanced dataset enables the classifier
to treat both classes of samples more equitably, thereby enhancing classifier per-
formance. In summary, HS-CGK effectively enhances the performance of different
classifiers.

6.3 Experimental Results of HS-CGK on Different Classifiers

The purpose of the third module in this experimental study is to analyze the optimal
fraudulent transaction detection algorithm in combination with HS-CGK (RQ4).
The experimental results of accuracy, recall, F1, and AUC for five datasets pro-
cessed by HS-CGK on four classifiers (RF, DT, SVC, and XGBoost) are shown in
Figure 7.

Figure 7 a) shows that datasets 1, 2, and 4 have the highest accuracy on RF,
while the first three datasets have the lowest accuracy on DT. Figure 7 b) shows
that the recall of XGBoost is optimal since dataset 3 and 5 have the lowest re-
call on SVC, and datasets 1, 2, and 4 have the lowest recall on RF. Figure 7 c)
shows that DT has the worst F1, while the F1 metrics of the remaining three clas-
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a) Accuracy b) Recall

c) F1 d) AUC

Figure 7. Experimental results of different datasets on RF/DT/SVC and XGBoost clas-
sifiers

sifiers are not significantly different. Figure 7 d) shows that XGBoost has the best
AUC. The empirical findings from the analysis of five datasets reveal the superiority
of XGBoost over the other three classifiers in terms of overall performance. No-
tably, credit card data is characterized by high dimensionality. XGBoost effectively
mitigates overfitting issues associated with high-dimensional data by incorporat-
ing L1/L2 regularization penalties. This approach circumvents the problem of data
overfitting, thereby enhancing the model’s generalization performance. In summary,
HS-CGK significantly enhances the classification performance of the four classifiers
(RF/DT/SVC/XGBoost) upon achieving dataset balance. Moreover, the fusion of
HS-CGK with XGBoost yields superior results compared to the fusion with RF,
DT, and SVC classifiers.
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6.4 Ablation Study

To conduct a comprehensive analysis of HS-CGK, an ablation experimental study
was performed to assess the effectiveness of each module. The experimental data
consisted of German dataset, and XGBoost was employed as the classifier. Detailed
results of the ablation study are presented in Table 6.

Methods
Model

F1 AUC G-mean
KNN CTGAN DB

Original – – – 0.5294 0.6666 0.6454
KNN(O) ✓ – – 0.5551 0.6827 0.6741
CTGAN(O) – ✓ – 0.5393 0.6762 0.6658
DB-CTGAN – ✓ ✓ 0.5685 0.6970 0.6955
CK ✓ ✓ – 0.5806 0.7074 0.7069
HS-CGK ✓ ✓ ✓ 0.5871 0.7132 0.7125

Note: KNN denotes the overlapping data processing module in HS-
CGK; CTGAN denotes the data expansion module in HS-CGK; DB de-
notes the noise filtering module in HS-CGK.

Table 6. Results of the ablation study

In Table 6, the term “Original” denotes the classification results obtained using
the original dataset. “KNN(O)” signifies the classification outcomes achieved by
solely applying the KNN overlap undersampling module, while “CTGAN(O)” rep-
resents the classification results solely employing the CTGAN oversampling module.
It is observed that the classification results of “KNN(O)” and “CTGAN(O)” outper-
form the “Original” results. This improvement can be attributed to the balancing
effect induced by “KNN(O)” and “CTGAN(O),” which mitigates the bias arising
from imbalanced data samples. Consequently, the classifier can treat both sam-
ple types fairly, thereby circumventing decision boundary bias. The entry labeled
“DB-CTGAN” indicates the removal of the overlapping data processing module in
HS-CGK. Experimental results demonstrate that the exclusion of the KNN module
from HS-CGK diminishes its classification performance. This finding underscores
the effectiveness of the KNN module, which removes the majority of class samples
located in the overlapping region, thereby addressing the exacerbation of overlap
phenomena in imbalanced datasets. Similarly, the “CK” entry denotes the elim-
ination of the noise filtering module in HS-CGK, and the results reveal that the
absence of DB adversely affects the classification performance of HS-CGK. The
DB module filters out noisy samples from a few classes, improving the quality of
CTGAN-generated samples and enhancing the classifier’s classification performance.
The experimental findings from “CK” affirm the effectiveness of the DB module. In
conclusion, the modules incorporated in HS-CGK effectively enhance the classifier’s
classification performance.
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7 CONCLUSION

In this paper, we proposed a novel hybrid sampling method, HS-CGK, to address
the class imbalance and class overlap problems in credit card transaction datasets.
HS-CGK combines the strengths of two existing techniques, CTGAN and KNN, to
generate high-quality fraudulent transaction samples and effectively remove normal
samples in the overlap region. Specifically, we introduced a DB-CTGAN approach to
generate fraudulent transaction samples and used the DBSCAN clustering algorithm
to filter noisy and boundary samples. The generated fraud samples were then mixed
with the original dataset, and the KNN overlap undersampling algorithm was applied
to remove normal samples in the overlap region. We evaluated HS-CGK on five real
credit card datasets and compared it with eight other imbalanced data processing
methods. The experimental results showed that HS-CGK outperformed all the
other methods in terms of F1, AUC, and G-mean. Furthermore, we also tested four
classifiers, RF, DT, SVC, and XGBoost on the processed datasets and found that
HS-CGK significantly improved the classification performance of all the classifiers.
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