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Abstract. Existing approaches to image risk assessment start with the uncertainty
of the model, yet ignore the uncertainty that exists in the data itself. In addi-
tion, the decisions made by the models still lack interpretability, even with the
ability to assess the credibility of the decisions. This paper proposes a risk as-
sessment model that unites a model, a sample and an external knowledge base,
which includes: 1. The uncertainty of the data is constructed by masking the differ-
ent decision-related parts of the image data with a random mask of probabilities.
2. A dynamically distributed dilated convolution method based on random direc-
tional field perturbations is proposed to construct the uncertainty of the model.
The method evaluates the impact of different components on the decisions within
the local region by locally perturbing the attention region of the dilated convolu-
tion. 3. A triadic external knowledge base with relative interpretability is presented
to reason and validate the model’s decisions. The experiments are implemented on
the dataset of CT images of the stomach, which shows that our proposed method
outperforms current state-of-the-art methods.

Keywords: High risk areas, quantification of uncertainty, deep learning, dilated
convolution, image segmentation, credibility learning
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1 INTRODUCTION

In recent years, medical image has become a popular area for deep learning research
and application. Although “feature learning”, represented by deep learning, allows
computers to automatically find high-dimensional relevant feature values of targets
based on big data, thus achieving fully automated intelligent processing to com-
plete tasks such as target detection, segmentation [1] and prediction in specified
application scenarios [2].

Medical diagnosis is fraught with uncertainty. For example, the main features of
a patient’s condition are the same from doctor to doctor, but different doctors use
additional secondary features to aid their diagnosis based on their own experience
and accumulated knowledge; imaging doctors have different habits of marking and
outlining tissue when reviewing films. These human factors constitute a degree
of uncertainty that hinders the integration of data between different doctors and
different hospitals. The sharing of data is not always possible. As the samples
are not from the same source, training to fit data from different sources results in
mutual exclusion, and the model ultimately sacrifices recognition performance on
the original source samples in order to enhance generalisation.

Also, the prediction results given by deep learning models are only sometimes
reliable. In high-risk areas such as medical imaging and diagnosis, relying exclusively
on deep models for decision-making could lead to disastrous consequences [3].



440 Y. Shi, J. Bao, K. Cheng, W. Shen, J. Tang, Y. Zhan

Initially, to equip deep learning models with the ability to judge the plausibility
of prediction results, researchers have conducted uncertainty studies around the
distribution of data, models, and labels, exploring the impact of various scenarios
on model decisions. There are still many gaps in this area of research. Most previous
studies have produced different results in the presence of observational uncertainty.
Although some researchers have analyzed the factors that generate uncertainty, they
have yet to use the uncertainty rationally to improve the model’s performance.

Furthermore, since the depth model is essentially an end-to-end black box
model [4], we think that there are limitations in assessing the uncertainty of a model
singularly, as reflected in the fact that the source of confidence is only an isolated
task, with no external means to validate and support it.

To address the above limitations, this paper proposes a model for jointly con-
structing quantitative risk assessments of diagnostic decisions with multiple levels of
uncertainty. The model combines data uncertainty and sensory uncertainty to syn-
thetically assess decision outcomes, and ultimately queries and tests the credibility
of decisions through a knowledge base of positional relationships.

In summary, our main contributions are:

• A probability-based random mask noise is applied to mask non-target regions
from the part of the data negatively correlated with the decision. The final
decision is optimized using a combination of uncertain optimization results.

• A randomly perturbed dynamically dilated convolution is proposed to allow
the model to make diverse decisions based on the characteristics of different
distributions.

• The concept of knowledge mapping is transferred to images. The gastric cavity,
the tumour, and the related phase information are employed to construct a com-
prehensible external knowledge base, thus making the decision-making process
transparent and interpretable.

2 RELATED WORK

In recent years, researchers have measured decision uncertainty in terms of models,
data, and labels. In 2015, Gal and Ghahramani proposed a Dropout method based
on Bayesian probability to capture the uncertainty of the model [5]. The method
measures model uncertainty by creating randomness in the model’s parameters so
that we can capture the decisions made by the model under different circumstances.
However, the method is limited by the shift in the dataset. To address the impact
of shifting, Fort et al. proposed the Deep Ensembles model [6] in 2019. This model
captures the uncertainty of the model by adjusting the degree of training each time
so that the model obtains the optimal solution for different locals. Considering
the visual ambiguity, Kohl et al. introduced conditional variational self-encoders in
U-Net to form a segmentation model that generates as many hypotheses as possi-
ble [7]. In 2022, Guo et al. built label correlation networks [8] from label distribution
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to model the label relation uncertainty. The majority of the methods above use ran-
dom probabilities to generate uncertainty. Although uncertainties are analyzed to
some extent, they are not exploited to enhance current models. This paper explores
this topic as a result.

2.1 Model Validation

To evaluate the reliability of a model and verify its performance. Initially, Seymour
Geisser proposed the cross-validation method [9], which divided the dataset into
a training set and a validation set for training and validation, respectively. How-
ever, this method was too random, and the results needed more convincing. The
emergence of K-fold Cross Validation [10] has solved this problem to some extent.
The method uses different groupings to train K models and combines the K models
to obtain more convincing results. With the rapid development of statistics, Mau-
rice Quenouille proposes a resampling method for generic hypothesis testing and
confidence interval calculation [11] to reduce the bias of the estimates.

As an end2end posterior distribution prediction black box model, once the deep
model loses the support of actual labels, it will be difficult to assess the reliability
of the model’s decisions and lacks persuasive power. This is why deep models have
been studied on a large scale in high-risk areas but need to be put into practical use.
In order to remedy the problems raised above, this paper proposes a cross-domain
backtesting approach with decision-making in the high-risk domain of medical di-
agnosis.

2.2 Interpretable Methods of Semantics

Explanatory methods can generally be divided into Post-hoc reasoning and Pre-hoc
reasoning. Post-hoc explanation represents a unique approach to extract informa-
tion from a learned model. Although the working principle of the model cannot
be accurately elucidated, for a given trained distributed inference model, certain
explanation of the model’s working mechanism, decision-making behavior, and evi-
dence basis can be made by using explanation methods or constructing explanation
models, such as CAM [12], Grad-CAM [13] and Score-CAM [14], which are all ap-
plied to understand and reason the behavior of the network through visualization.
Pre-hoc explanation models refer to models that are inherently interpretable or in-
tegrate interpretable modules into their architecture. For a trained learning model,
the decision-making process or decision basis of the model can be understood with-
out additional information, such as knowledge graph, which can explain the model’s
decision through queries of existing libraries.

Most of the existing interpretable models and methods for interpreting them
have been studied in classification tasks and are difficult to transfer to tasks such as
segmentation, target detection, etc. Our work is inspired by knowledge graphs and
utilizes the gastric cavity, the tumour, and the related phase information to build
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triadic knowledge graphs with relative interpretability, exploiting the knowledge of
the library to query and validate the decisions of the model.

Figure 1. The overall framework structure of the Dynamic Unet

3 PROPOSED METHOD

The Dynamic Unet proposed in this paper is shown in Figure 1, which mines decision
uncertainty from both data and sensory aspects, respectively. Firstly, Dynamic Unet
introduces random masks in the training phase, which obtains K mutually exclusive
subsets F Sub

i of the input FIN . The method makes full use of data from different
components of the same image to train K different expert models θi.

Secondly, the features that different people focus on when identifying the same
thing vary from person to person. Therefore, in the testing phase, a dynamically dis-
tributed null convolution kernel was added to the model, which obtains K different
decision outcomes Oi by perturbing the focal positions of the dilated convolution
kernel through random orientation fields. The aim of the method is to simulate
human sensory uncertainty.

Furthermore, our experiments model the phase (relationship) association of the
gastric lumen (subject), tumour (object), and pathology to train a positional rela-
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tionship external knowledge base, as shown in Figure 2. The credibility of model
decisions can be queried and tested through this knowledge base.

3.1 Data Uncertainty

Most of the previous uncertainty assessment methods based on the Dropout mecha-
nism were carried out in the testing phase, and although the method constructs the
parameter uncertainty of the model by partially inactivating neurons, it sacrifices
part of the model’s performance. In addition, the Dropout method can only be
applied to the fully-connected layer, and cannot be applied precisely to the pixel
level.

In deep learning interpretability, the correlation between output and input has
previously been visualized utilizing gradient imputation, yielding that different local
features of the input image play either a positive or negative correlation role in model
fitting. In order to maximise the retention of model performance when building
uncertainties, we shift the timing of building uncertainties from the testing phase to
the training phase. In this paper, we start from this property and perform random
and differential deactivation of noisy data in non-tumour regions in gastric cancer
tumours’ CT image segmentation task. For a single sample FIN , multiple subsets
of samples are obtained by a probability-based mask G. The formula is as follows:

G = {Gi | i = 1, 2, 3, . . . , K}, (1)

Gh,w
i =

0, ph,wi ,

1, 1− ph,wi ,
(2)

F Sub
i = Gi ∗ FIN , (3)

ph,wi+1 =

ph,wi ∗ p, Gh,w
i = 0,

ph,wi , Gh,w
i = 1,

(4)

where K denotes the number of random samples, Gh,w
i represents the local window

with index (h,w) and ph,wi+1 denotes the probability of each pixel point in the image
being masked. The probability decreases exponentially with the number of times
the mask covers it. Under this approach, the final n subsets of input samples FIN

that are different from each other, i.e. F Sub
i ∈ FIN .

This approach weakens the different attribution components, allowing the model
to output different results and combining the different results to assess the risk of the
model decisions. As shown in Figure 2, after the noise mask overlays the features
at different locations, the determined feature map FIN is separated into several
subsets F Sub

i of feature maps. Due to the nature of the subsets being different from
each other, each subset can be trained with a personalised model {θi | F Sub

i , i =
1, 2, . . . , 8}.



444 Y. Shi, J. Bao, K. Cheng, W. Shen, J. Tang, Y. Zhan

Figure 2. Schematic diagram for constructing attentional uncertainty

3.2 Sensory Uncertainty

Previous Doupout methods could not embed the convolutional layer, and once the
convolutional layer was added to the Dropout, it would cause most of the features to
be lost. In order to overcome the shortcomings of Dropout, the perturbation-based
null convolution kernel proposed in this paper guarantees parameter integrity and
constructs uncertainty by locally perturbing the position of the parameters.

The features that people focus on to identify the same thing are different, but
rather vary from person to person, which creates sensory uncertainty. Furthermore,
instead of focusing on each pixel point, the recognition of an image usually involves
applying a few key features as an alternative to the overall features. Therefore, we
propose a dilated convolution method with dynamic feature point properties that
can be embedded in any deep network. The method simulates sensory uncertainty
by randomly shifting the position of key features so that the model can perceive
different features to make different decisions, while retaining the benefits of dilated
convolution.

To prevent the perturbed dilated convolution kernel from sensing too many edge
feature points and to reduce the probability of feature point overlap, we choose to
apply a Gaussian distribution with high central probability to control point shifting.
The human visual field critical sight is modelled by treating a convolution kernel
of size d2 as d2 discrete attention critical points, expanding the convolution kernel
to form a void convolution with the parameters rate = r and padding = 0. With
the discrete vital points as the centre and r as the radius to extract a single visual
field point window {Ci | i = 1, 2, 3, . . . , K}. We are constructing binary Gaussian
functions using the transverse and longitudinal aspects of the convolution kernel.
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Figure 3. Structure of the Random Perturbation Block

The formula for the binary Gaussian distribution function is as follows:

P (X) =
1

|2πσ|
exp

(
−1

2
(X − µ)T σ−1 (X − µ)

)
, (5)

where X ∼ (x, y), x and y denote the horizontal and vertical position coordinates
of the window center as the origin, [µ, σ]

=

[
0 r
0 r

]
, and the shift of the control key point line of sight is randomly sampled

in the probability distribution range P (X) ∼ N (µ, σ).
The perturbed null convolution kernel A∗ is obtained by shifting the point fea-

tures through the row transformation matrix and the column transformation matrix
after random sampling of X∗ ∼ (x∗, y∗).

A∗ = Q× A× P, (6)

where Q represents the row transformation matrix and P represents the column
transformation matrix

After building uncertainty in the data and model layers, a deterministic model
is trained into K models with different parameters and different concerns. In the
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testing phase, a single input can output different i decisions.

Oi = Ui

(
F Sub
i , A∗) , (7)

OS =

∑K
i=1

(
Oi −

(∑K
i=1(Oi)

K

))2

K
, (8)

where Ui

(
F Sub
i , A∗) represents the sub-model numbered i adding the perturbation

A∗, Oi is the lesion mask corresponding to the output of the model, and OS represent
the mean and variance maps respectively, where the greater the variance of the
corresponding location of the pixel point, the greater the risk.

After completing the variance calculation for multiple expert model decisions,
the risk assessment task is completed by normalization. The tumour M red and
gastric cavity M green are presented by utilizing a heat map.

X∗ =
X −min

max−min
, (9)

where min and max represent the smallest variance and the largest variance in the
matrix, respectively.

3.3 Knowledge Graph Triplet Construction

In the third step, our work proposes to train a relatively interpretable triadic know-
ledge graph by establishing associations between gastric lumen, tumour and tumour
phase information. Ultimately, the model is able to perform a query test on the
decision by querying the knowledge graph, as shown in Figure 4.

During the testing phase, additional location information of the obtained gastric
cavity segmentation mask and tumour segmentation mask is encoded for extracting
features f green, f red. The Ternary knowledge graphs are then utilized to analyze the
correlation between the two in order to output the phase category label Ti. The fc
layer then increases the dimensionality of the labels, and the added labeled features
fTi

and gastric lumen mask features f green containing location information are fed
into the knowledge graph, and the model outputs the features fpred after analysing
the correlation. Finally, the approximate position of the tumour in the map is output
by upsampling.

Ti = LSTM1(f green, f red), (10)

fTi
= fc(Ti), (11)

fpred = LSTM2(f green, fTi
), (12)

Mpred = upsample(fpred), (13)

where fc represents a fully connected layer, upsample represents the upsampling
operation, Ti denotes the location relationship between the gastric lumen and the
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Figure 4. Methodology for constructing a knowledge base of location relations

tumour, Ti = {Lesser curvature of gastric body, Cardia, Cardia and small curved
side of gastric body, Gastric antrum, Gastric antrum and small curved side of gastric
body}.

Ultimately, the lesion threshold mask map Of obtained by querying the knowl-

edge graph is compared with the lesion mask map Mpred
i from the segmentation task

to assess the risk indicators.

Risk = 1− Dice
(
Of ,M

pred
i

)
. (14)

where Dice is a metric for semantic segmentation. The equation means that the
more the predicted lesion mask is outside the threshold range, the greater the risk.

3.4 Train Loss

The model layer mainly involves segmenting between the tumour and the gastric
lumen. In the segmentation task, we introduce a cross-entropy loss function, which
is as follows.

ℓ1CE = − 1

H ×W

H×W∑
i=0

yi log ŷi + (1− yi) log(1− ŷi), (15)
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where H and W indicate the length and width of the image, yi represents the
predicted label of the current pixel, and ŷi is defined as the probability that the
predicted outcome is the label.

We also apply the cross-entropy function to the prediction of phase labels. The
loss function is defined as follows:

ℓ2CE(g,g∗) = −
C−1∑
i=0

gi log ĝi, (16)

where C denotes the number of categories, gi represents the predicted label of the
current pixel, and ĝi is defined as the probability corresponding to the predicted
label.

The MSE loss function is defined as follows:

ℓMSE(t,t∗) =

∑n
i=0(ti − t∗i )

H ×W
, (17)

where ti represents the predicted value of the pixel point, and t∗i is defined as the
true tumour mask map.

4 EXPERIMENTS

4.1 Parameters and Running Time

The proposed model was built by calling PyTorch in the Python 3.6 environment.
The experimental platform is i7-6950+4×RTX1080Ti, the memory is 128GB, and
the operating system is Ubuntu 19.01. A positive-terrestrial distribution is used
to initialize the parameters of the feature layer of the model. It uses the Adam
optimizer with a learning rate between 0.001 and 0.0001. The pre-training phase of
the proposed GDCNet master network is carried out using medical stomach cancer
CT image maps, lasting 11 hours and requiring approximately 7 minutes for each
epoch.

4.2 Dataset

This section evaluates the proposed method on two medical image segmentation
datasets.

CT-GC contains 500 CT serial slice images of gastric lesions from the First People’s
Hospital of Zhenjiang City, Jiangsu Province and the corresponding medical re-
port of the case. All images in the dataset are grayscale images with a resolution
of 512 × 512, which are stored in DICOM format. Several imaging specialists
at the same hospital manually annotated the lesion labels for this dataset. We
randomly select 80% of the dataset (i.e. 400 cases) as our training set and the
rest as the test set.
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Figure 5. Graph of experimental results for the Dynamic Unet

STARE dataset is a project initiated by Michael Goldbaum in 1975 and first pub-
lished in 2000 by Hoover et al. It is a colour fundus image database for retinal
vessel segmentation, including 20 fundus images, 10 with and 10 without le-
sions, with a resolution of 605 × 700, and each image corresponding to two
manual segmentation results by experts. It is one of the most commonly used
standard fundus image libraries.

4.3 Evaluation Metrics

In evaluating the performance of the image segmentation stage models, we assessed
the accuracy of image segmentation using DICE, Auc, and Recall commonly used
in medical segmentation tasks.

The following equation gives the definition of Dice:

scale = 0.25Dice =
2|P ∩ G|
|P |+ |G|

, (18)
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Figure 6. Diagram of the effect of query checking of the location relationship knowledge
base

where | · | denotes the cardinality of a set, P stands for the network prediction and
G is the ground truth.

Precision is denoted by:

Auc =
TP + TN

TP + FP + TN + FN
, (19)

Dataset Method Dice AUC Recall

MH [15] 0.721 0.751 0.741
UNet Ensemble [16] 0.703 0.718 0.698
I2I [17] 0.587 0.545 0.603

CT-GC ProbU-Net [7] 0.612 0.578 0.581
PHISeg [3] 0.604 0.512 0.594
DroUNet [18] 0.691 0.645 0.713
LDLV [8] 0.679 0.734 0.705
DUnet (ours) 0.795 0.831 0.807

MH [15] 0.631 0.611 0.586
UNet Ensemble [16] 0.688 0.731 0.751
I2I [17] 0.641 0.637 0.654

STARE ProbUNet [7] 0.676 0.709 0.722
PHISeg [3] 0.733 0.741 0.759
DroUNet [18] 0.656 0.698 0.704
LDLV [8] 0.749 0.757 0.708
DUnet (ours) 0.751 0.766 0.731

Table 1. Comparison of experimental results
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where TP , FP stand for true positive and false positive, respectively, and TN , FN
stand for true negative and false negative, respectively.

Recall is calculated by:

Recall =
TP

TP + FN
, (20)

where TP , FN stand for true positive and false negative, respectively.

4.4 Results and Comparisons

As shown in Figure 5, we have visualised the output of Dynamic Unet, from which
we can observe that the five expert models produce different results based on dif-
ferent features of the images. The results of these five decisions were variance and
normalised and finally presented in the form of a heat map. Rather than simply
overlaying the results of the five decisions, the heat map additionally provides the
confidence level of each pixel point after the decision has been classified. The darker
the colour, the higher the confidence level. It is worth noting that the variance here
can be replaced by the information entropy, both of which measure the uniformity
of the five expert models’ decisions.

In addition, we compare our approach with four classical models (Dropout U-
Net [18], U-Net Ensemble [16], M-Heads [15], and Image2Image VAE [17]) and
three state-of-the-art approaches (PHISeg [3], Probabilistic U-Net [7] and LDLV
GRID [8]). We have replicated the model with the ideas provided by the authors.
For all comparisons, we have kept the default settings suggested by the authors as
much as possible.

Finally, our experiments visualised the queries from the location-relational know-
ledge base. As shown in Figure 6, the red mask is from the segmentation model, while
the yellow mask indicates the overall extent of lesion occurrence at the corresponding
location, meaning that the decision is more risky when the red part exceeds the
threshold.

The complete model achieves the best results on both the Dice and AUC met-
rics, as well as a good performance on the Recall metric, thus validating the effec-
tiveness of the proposed model.

4.5 Ablation Study

4.5.1 Dynamic Cavity Convolution

To verify the validity of our proposed model, we designed a baseline and evaluated
five variants of the baseline. The baseline is the Dynamic Unet proposed in the
paper. The five variants evaluate the model’s performance in terms of the number
of K-sample and the size of the dilated convolutional rate. After extensive experi-
ments, as shown in Figure 7, the best performance is achieved when Sample-K = 6,
rate = 5.
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Figure 7. Ablation experiment histogram

Statistical analysis: It is concluded that the performance of the model shows
a steady trend of improvement as the value of K is taken to increase. Theoreti-
cally, the performance of the model converges to a stable value when the value of
K tends to positive infinity, i.e. when the set of features reaches an upper limit.
In addition, the size of the dynamic hole convolution needs to be controlled in the
process of increasing the number of K branches. When the size of the dynamic
hole convolution exceeds a suitable threshold, it increases the potential of losing
key features of the input data, affecting the final performance of the model.

4.5.2 Random Perturbation

In order to illustrate why the Gaussian function is used as a means of random
perturbation and to analyse its superiority, in this section we perform ablation
experiments with random Gaussian and random uniform distributions.

As shown in Figure 8, the perturbation method based on the binary Gaussian
distribution significantly outperforms the uniform distribution in the Dice metric
as the rate grows, and the number of random samples increases.

Statistical analysis: Observing the figure, it can be noticed that at rate = 3
i.e. when the space to move the keypoints is relatively small, the performance
difference between the two is not significant. Once the moveable space increases,
the perturbation based on the mean function makes the convolution kernel more
cheap with invalid features at the edges, which greatly affects the performance
of the model. Gaussian function based perturbation will focus more on the main
features related to the centre.
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Figure 8. Folded graph of the ablation experiment
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5 CONCLUSION

This paper proposes a new Dynamic Unet for assessing the degree of risk in model
decisions. First, the uncertainty of the training data is created by randomly masking
the noise to obtain a set of mutually dissimilar, expert models. Secondly, simulating
sensory uncertainty by introducing a dynamically expanding convolutional kernel al-
lows the model to perceive different features to make personalized decisions. Thirdly,
a positional relationship base is constructed to assess the credibility of the decisions,
making the model’s decisions relatively interpretable using the inference mechanism
of the knowledge base. Ultimately, the validity of the proposed method was demon-
strated by a quantitative and qualitative study of a medical CT dataset of gastric
cancer.
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